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Abstract
The number of scientific publications continues to increase, making new
tools essential to assist researchers in efficiently working with large
amounts of information. Embedding is an approach that can provide
a basis to automatically solve various tasks with machine learning and
artificial intelligence. It describes a numerical representation that cap-
tures the semantic meaning of text. This thesis explores how a novel ap-
proach to create document embeddings of scientific publications can be
developed and evaluated. By leveraging a continuous co-citation signal,
a document embedding model is trained that achieves similar perfor-
mance to state-of-the-art baselines on downstream tasks. The developed
approach uses much less training data thus drastically reduces training
time. Moreover, the influence of multiple contrastive learning loss func-
tions on the learned embeddings is investigated, where a varying impact
on performance across different task formats is identified. The results
present insights into the training of large language models and highlight
the need to extend current evaluation approaches.
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1 I n t r o du c t i o n

Researchers face the increasingly difficult challenge of keeping up to date with publications.
Every year, the number of scientific publications increases [LI10], as can be seen in Fig-
ure 1.1 for the top ten mega-journals [Dom16]. Artificial Intelligence (AI) tools may help
researchers to tackle the tasks of identifying and managing relevant literature [Mus+21].
Especially content-based approaches that can infer semantic information without human
feedback are needed [Kin+23; Ost23]. This can be achieved with algorithms from the field

Figure 1.1: Number of publications from top 10 mega-journals, gn = growth rate [Pet+19]

of AI and Machine Learning (ML), that analyze and evaluate publications on their own.
These methods can work with textual semantics, compared to graph-based approaches
[Ost23] such as citation analysis, which measures the interconnections between publica-
tions [Nic+21]. In addition to citation-based metrics [Nic+21], they can support literature
searches and automate tasks that previously had to be performed by humans. This includes
tasks such as the classification of the research field, the search for relevant publications,
and the summarization of long documents. Online platforms such as "Semantic Scholar"
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[Kin+23] or "scite.ai" [Nic+21] already offer similar services, including the recommenda-
tion of similar publications, the creation of abstractive text summarizations, citation intent
classification, and more.
To automatically perform these Natural Language Processing (NLP) tasks on documents,
a feature representation of the text is needed as an input for those algorithms. These
representations affect the information that can be extracted from the text, thus they play
an essential role as the basis of NLP algorithms [WZJ20; LLS20]. Creating appropriate
feature representations is still a main challenge in NLP because lexical semantics such
as polysemy, synonyms, or negations need to be considered and the meaning of words,
sentences, or whole documents can change in a different context [CP18].
Embedding is a concept that maps language entries such as words or text into an n-
dimensional space creating a numerical representation that inherits the semantic meaning
of the text enabling efficient processing for downstream tasks [WZJ20; COF23]. In re-
cent years deep learning algorithms enabled the implementation of better embeddings
[Mue+23], particularly using context information with methods such as ELMo [Pet+18]
or BERT [Dev+19] and its derivatives [RG19], instead of creating static embeddings with
methods like word2vec [Mik+13a]. Approaches to improve the learned representations
use fine-tuning for specific domains and tasks [BLC19; Gur+20], additional input such as
metadata [Zha+21] or citations as inter-document signals and source of semantic informa-
tion [Ost23] for the generation of whole-document embeddings [Coh+20], and contrastive
learning [RA23].
Embeddings can be used for many NLP tasks that are relevant to support researchers but
methods, especially concerning documents, are still facing many challenges. These include
Out-of-Vocabulary (OOV) words [WZJ20], the semantics of longer documents and expert
domains [Ost23] as well as computational efficiency and performance overall [Mue+23].
Also, there is a lack of studies comparing different contrastive learning loss functions and de-
spite the success of using citation to improve embeddings of scientific publications [Coh+20;
Ost+22] there is no study exploring a continuous co-citation signal, where co-citations
are an alternative method that indicates closely related publications [Pet20; MCH22]. To
address these research gaps and explore solutions to improve the embedding of scientific
publications, the following research question is formulated:

How can a novel approach using machine learning to create document embed-
dings of scientific publications that are applicable to diverse downstream NLP
tasks be developed and evaluated compared to state-of-the-art solutions?
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Nowadays more scholarly data than ever before is accessible and can be processed automat-
ically. This is due to the emergence of mega-journals [Dom16], a new type of open-access
journal, and refined citation indices that store contextual information [Nic+21]. This data
includes full-text publications, citations, authors, publication dates, and more [Kin+23].
Algorithms can use different features from this data to create science maps [Pet20; Chi+19;
SL20] and knowledge graphs [EW16; Kin+23] that directly depict the structure and dynam-
ics of scientific domains. This can be used to support literature searches, but to automate
tasks of exploring scientific publications that previously had to be performed by humans, it
is necessary to find feature representations of this data that can be used as input to down-
stream tasks [LLS20]. This chapter introduces citation-based (section 2.1) and text-based
representations (section 2.2) as they are two complementary approaches to achieve this.
Citations can be used as a metric for relatedness between publications [Coh+20] whereas
text-based representations can entail semantic meaning and can benefit from external
knowledge to improve their representations and understanding of documents [LLS20].

2.1 Citation-Based Representations

Citations are an important component in scientific publications as they reference prior
research findings [Nic+21]. Hence, they can expedite their exploration and evaluation, as
well as the impact of publications, authors, and journals can be analyzed with them [MK21].
Other prominent use cases are the mapping of research fields [Pet20] and the analysis of
the exchange of knowledge within and between domains [SL20]. The creation of knowledge
graphs [EW16], which can entail additional information such as automatically generated
summaries or structurally parsed text [Kin+23], can help to organize and access this
information. Citations also provide a tool to measure the connections between publications
[Coh+20] and can serve as a source of semantic information and an indicator of similarity
[Ost23]. It has been shown that their combination with ML algorithms that process scientific
documents can improve the performance in downstream NLP tasks [Coh+20].
Citations are used for different purposes by the authors of scientific publications [TB18].
For instance, the normative citation theory [Mer73] describes how citations are used to
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highlight publications that influenced the author and to give credit to prior work or to
contrast research results. This citation intent and other contextual information surrounding
citations, such as their location within a document, are not covered by traditional citation
indices [Nic+21] thus leading to misinterpretations when looking at raw citation counts.
Other factors that need to be considered are their relevance to the topic of the publication
and the typical number of citations used within the specific research field [TB18].
Frequently used metrics are direct citations, bibliographic coupling, and co-citations. Direct
citation is the most intuitive way to measure the connections between publications. It
assumes that documents are more similar to each other if one cites the other, leading
to a discrete signal of semantic similarity [Ost23]. Bibliographic coupling [Kes63] is a
different technique measuring the strength of similarity for publications by counting how
many shared bibliographic items they have. Conversely, co-citations [Sma73] measures
similarity by counting how often a document pair is referenced together by other documents.
Normalizing these metrics can be useful as the raw frequencies do not represent the
degree of similarity [Pet20] since publications from prominent journals might be found
and referenced more often [TB18] and because of citation inflation [Pet+19]. This leads
to different strengths of co-citations and thus different measurements of similarity. Other
approaches to analyze citations are graph-embeddings [PC20], which are not discussed in
this work.

2.2 Text-Based Representations

To work with natural language and solve tasks such as summarization, semantic textual
similarity, classification, and more, the text has to be transferred into a numerical rep-
resentation, which is typically achieved through fixed length vectors [LLS20]. As a first
step towards this, a tokenizer is used in a preprocessing task to extract language entries
such as characters, sub-words, or words, whereby the different types of language entries
extracted have different advantages and drawbacks [Mie+21]. Subsequently, different meth-
ods can be used to represent the text separated into tokens. Many of these text-based
approaches aim to capture the semantic meaning of the text such that the vectors form
an n-dimensional semantic space in which similar vectors are closer to each other than
unrelated ones. These methods are based on the distributional hypothesis [Har70], which
states that linguistic entries with similar distribution tend to have similar meanings, thus,
these distributed representations are constrained by the context distribution in the train-
ing data [WZJ20]. This section introduces the linguistic fundamentals (section 2.2.1) that
need to be considered when designing document embedding algorithms followed by count-
based approaches (section 2.2.2), which are the basis for embeddings [PC20]. Afterwards,
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embeddings (section 2.2.3) and specific methods to create them are explained.

2.2.1 Linguistic Fundamentals

Natural language text comprises unstructured data that can come from sources such as
books or articles, spanning diverse domains like law or science [LLS20]. Complete semantic
information is usually expressed within sentences composed of individual words according
to certain rules, whereas each word can also have multiple meanings depending on the
context [LLS20]. To create embeddings of scientific publications that can be used for diverse
NLP tasks, these different granularities of language entries need to be related to each other
and linguistic building blocks need to be captured by those embeddings.
Morphology describes how words are formed, what their constituent parts are, and how
they relate to each other [PC20]. In morphology, words can be segmented into morphemes
that are defined as the smallest meaningful constituents of a linguistic expression [SH10].
This is similar to tokenizers [RB21] that convert text into a numerical representation and
especially to sub-word tokenization techniques that can deal with OOV words using sub-
word units [Wu+16; Mie+21] where words and their meaning are a sequence of constituent
parts. Syntax defines the rules for the structure of sentences [PC20]. Understanding
this structure is important for algorithms because they need to solve issues of syntactic
ambiguity where it is unclear which words belong together. This ambiguity can alter the
meaning of the sentence. Semantics is concerned with the meaning of linguistic terms,
which is desired to be achieved with embedding algorithms [PC20]. One major challenge is
lexical ambiguity, which describes that a word can belong to multiple syntactic classes, such
as a noun or verb, thus having a different meaning, also called polysemy. Other relations
between word senses are, for instance, synonyms and antonyms [YM20]. WordNet [Mil95]
is a lexical database that was developed to catalog the different senses of words and can be
used as a knowledge base within NLP algorithms [LLS20]. Whilst words can have different
literal meanings depending on their function in a sentence as their context is described
through semantics, pragmatics describes the meaning depending on the way the sentences
are used, or in other words, the intended meaning [YM20]. This mismatch between the
literal and intended meaning can also be found in figurative language such as idioms or
sarcasm. Capturing this in embeddings is a major challenge, as it is sometimes not possible
to derive the correct meaning without external knowledge [PC20].

2.2.2 Count-Based Models

By analyzing word frequencies and co-occurrences of words, count-based models are capable
of creating representations of natural language text that capture the semantic meaning of
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the text [PC20] based on the assumption made with the distributional hypothesis [Har70].
Simpler methods, such as one-hot representations of words over a fixed vocabulary, do not
contain this semantic or syntactic information [LLS20].
The Bag-of-Words (BOW) model [Har70] evaluates if a word from a predefined vocabu-
lary is present in the text. It creates a vector with the length of the vocabulary, where each
entry represents a single word as, for instance, the number of its occurrences, thus it creates
a symbol-based representation [LLS20]. However, BOW does not encode word order, which
renders sentences such as "Alice called Bob" and "Bob called Alice" indistinguishable. A
similar approach is the Vector Space Model [SWY75] that was developed for document
retrieval. It creates a term-document matrix with distributed vectors of words. In this
matrix, the rows are used to represent the terms and columns for documents. The terms
can be either weighted using word frequencies or unweighted using binary values.
However, the raw frequencies are not a reliable measure as they can be biased towards
frequent words such as "the", "and", "or". Therefore, the Term Frequency-Inverse Doc-
ument Frequency (TF-IDF) algorithm [SPA72] determines the relevancy of a term by
comparing the in-document frequency with the number of occurrences in other documents.
The TF-IDF score is computed by scaling the term frequency with the inverse document
frequency which describes the specificity of the term in the corpus of documents. There are
different ways of defining the term frequency ft,d [MRS08]. In Equation 2.1, it is calculated
using the raw frequency of a word in a single document.

tfidf(t, d, D) = ft,d ∗ log( |D|
1 +

∑
d∈D 1) + 1 (2.1)

Where t=term, d=document, D=corpus. Pointwise Mutual Information (PMI) [CH89]
is a similar method that can be used to assess whether the co-occurrence of words is mean-
ingful. As shown in Equation 2.2, PMI achieves that by normalizing the probability of
co-occurring words (w1 and w2) by their individual probability to occur, which can be
calculated by the raw frequency in the corpus.

PMI(w1, w2) = log
P (w1, w2)

P (w1)P (w2) (2.2)

Other count-based methods analyze for instance word-context or pair-pattern relations
[TP10]. Although these metrics are fast to compute, they do not regard word order, and
the representations of count-based models can become very large and sparse as the vectors
and matrices depend on the vocabulary and corpus size [Ost23].
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2.2.3 Embeddings

Embeddings are distributed numerical representations of language entries such as words,
sentences, or documents that capture their morphological, lexical, syntactic, and semantic
properties in a dense vector mapping the text into an n-dimensional semantic space and
enabling efficient processing for downstream NLP tasks [WZJ20; COF23; YS16]. They
are learned from the distribution within a training corpus using neural network based
methods [PC20] such as word2vec (see section 2.2.4). A limitation of word2vec is that it
creates a static embedding for each word that merges multiple meanings of that word into
a single point in the semantic space, also described as the meaning conflation deficiency
[CP18]. More complex models from the field of deep learning allow to take the context
into account and create embeddings representing different meanings for words and sen-
tences according to the input [WZJ20]. Muennighoff et al. observed that larger model sizes
correlate with higher quality embeddings, leading to better performance of downstream
tasks [Mue+23]. These dynamic embeddings encode task-agnostic properties of language
[Liu+19], capturing the syntactic and semantic properties with regard to the context, thus
solving the meaning conflation deficiency [Ost23]. However, the embeddings of those mod-
els are anisotropic, leading to representations that are not uniformly distributed in all
directions but only occupy a narrow cone in the vector space with words not well separated
in embedding space [Eth19; Gao+19]. Figure 2.1 illustrates the anisotropic word embed-
ding space of a Transformer [Vas+17] compared to the word embeddings of the word2vec
model [Mik+13a; Mik+13b] distributed around the origin with a 2D visualization. The

Figure 2.1: 2D visualization of word embeddings [Gao+19]
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anisotropic embedding space has a bias towards word frequencies such that high-frequency
words are densely distributed and low-frequency words disperse sparsely [Li+20]. This can
deteriorate the performance of downstream NLP tasks that need good representations of
semantic meanings. Methods to address this are, for instance, normalizing flow 1 [Li+20],
whitening 2 [Su+21], and contrastive learning 3 [GYC21].

Other ways to improve embeddings are to leverage a Pre-trained Language Model (PLM)
[LLS20] and translate their learned weights to other tasks and domains with finetuning
[BLC19] or instruction-based finetuning [Su+23a]. The use of additional information can
also be beneficial. For instance, with morphological information, internal knowledge can be
derived from the text itself, such as affixes that can help to distinguish between different
meanings of a word [LLS20]. Also, external knowledge such as WordNet [Mil95] or citations
as an inter-document signal to improve general-purpose embeddings can be integrated into
the models [Far+15; Coh+20]. Developing embeddings that have a good performance
on diverse NLP tasks is important as it can reduce costs when applied to large corpora
[Coh+20].

Document Embeddings

With current algorithms, it is possible to create meaningful embeddings for words and
sentences regarding the context [WZJ20]. However, for documents it is more difficult
as they are much longer and span over multiple sections and different topics [Ost23].
One approach is to use compositional semantics, where "the meaning of the whole is a
function of the meanings of the parts and of the way they are syntactically combined"
[Par95]. With the averaging or the additive model [LLS20] there exist simple approaches,
but they do not consider the syntactical order with the same drawbacks as the BOW
model (section 2.2.2). Also it is formulated that "[...] the meaning of the parts is derived
from the whole" [Fre84; ML10] and that "the meaning of the whole is greater than the
meaning of the parts" [Lak77; ML10]. Thus, it is necessary to look at the context the
words appear in as well as external knowledge. Therefore, the algorithms that can be
used for word and sentence embeddings need to be adapted for document embeddings.
For instance, the Paragraph Vector-Distributed Memory (PV-DM) model [LM14] extends
word2vec by introducing a memory vector representing the paragraph (see section 2.2.5).
Large Language Models (LLMs) using the context from the textual features can also be
employed. But the length of the documents necessitates methods, capable of processing

1Mapping of the embeddings to a Gaussian distribution
2Decorrelation of the features and changing variance to one
3Bringing related elements closer to each other in the embedding space and unrelated further apart
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longer sequences [BPC20], even though the current implementations of such language
models often perform worse [PVS22] than PLMs with shorter input sequences such as
BERT (Bidirectional Encoder Representations from Transformers) (see section 2.2.7). Many
approaches represent documents with a single vector [Ost23], thus generating a single
representation for different topics, leading to the meaning conflation deficiency [CP18] for
documents. When using a single representation for a document, they can also have a bias
towards a specific aspect [Ost23], reducing their performance for downstream tasks. To
improve document embeddings, approaches using additional information such as citations
[Coh+20], optimized training objectives [LL23], or instruction-based finetuning to generate
task- and domain-aware embeddings [Su+23a] have been developed.

2.2.4 Word2Vec

The word2vec [Mik+13a; Mik+13b] algorithm uses shallow neural network models to
learn word embeddings from a large corpus. With Continous Bag-of-Words (CBOW) and
continuous skip-gram, two distinct model architectures are implemented that learn their
embeddings based solely on the local context the words appear in. The CBOW approach
predicts a target word wt by using its surrounding words wt−c, . . . , wt−1, wt+1, . . . , wt+c

with c being the context size. During training the objective of CBOW is to maximize the
average log probability in Equation 2.3:

1
T

T∑
t=1

∑
−c≤j≤c,j ̸=0

log p(wt|wt+j) (2.3)

Skip-gram on the other hand learns word embeddings to predict the surrounding words
such that its objective is to maximize the average log probability in Equation 2.4:

1
T

T∑
t=1

∑
−c≤j≤c,j ̸=0

log p(wt+j |wt) (2.4)

The basic formulation uses the softmax function for the prediction task p(wouput|winput)
[Mik+13b], which is inefficient because it sums across the whole vocabulary. To train on
a large corpus it is replaced, for instance, with a hierarchical softmax function [MB05]. A
major limitation of word2vec is that it can only create static representations, not taking
the context into account after the training is finished, thus it is not possible to solve the
meaning conflation deficiency [CP18].
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2.2.5 Paragraph Vectors

The word2vec algorithm is designed to learn embeddings of words, not sentences or doc-
uments. A simple approach to overcome this limitation is to average all embeddings of
the words within a sentence or document [ML10]. Other word vector pooling methods
such as minimum or maximum operations are also possible [Ost23; ML10]. A similar ap-
proach is used to create sentence embeddings using the BERT model [RG19]. However,
these pooling operations do not consider word order [LM14]. Paragraph Vector [LM14]
is an unsupervised algorithm to create embeddings of variable-length text that extends
word2vec implementing two different models. The PV-DM model predicts the next word in
a context comparable to the objective of CBOW in Equation 2.3, but it uses an additional,
unique vector for each paragraph that learns the paragraph’s topic. For the prediction, the
paragraph vector is either concatenated or averaged with all word vectors for each context
sampled from a sliding window over the paragraph. It serves as a feature representing the
text outside the size of the current context. Analogous, the Paragraph Vector-Distributed
Bag-of-Words model’s objective is similar to Equation 2.4 of skip-gram, only using the
paragraph vector as input to predict the words from the paragraph. This variant requires
less storage as the word vectors do not need to be stored.

2.2.6 Transformer

The Transformer [Vas+17] is a sequence transduction model that utilizes the attention
mechanism [BCB16] to relate different positions in a sequence to each other instead of using
recurrent or convolutional approaches. Therefore, it can be trained with more parallelization,
reducing training time. It is built on an encoder-decoder architecture, both of which can be
used independently of each other, leading the Transformer to be the base model of many
State of the Art (SOTA) solutions for NLP tasks [Mue+23], including the embedding of
scientific publications [Sin+23].

Attention

Attention [BCB16] is a mechanism that aims to indicate the important elements of a given
input. In NLP, it assigns a weight for each word in an input sequence relative to each other
word by computing a compatibility function. The Transformer model employs two forms
of attention to achieve this: scaled dot-product attention and multi-head attention.

Attention(Q, K, V ) = softmax(QKT

√
dk

)V (2.5)
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Equation 2.5 shows the scaled dot-product attention with Q, K, and V being the sets
of queries, keys of dimension dk and values of dimension dv respectively, and

√
dk the

scaling factor. The set of queries, keys, and values each consist of all the words from an
input sequence x = (x1, . . . , xn) of length n ∈ N. The similarity between a query word
and all other key words in the input is calculated as the dot product, leading to higher
values for more similar vectors. The result is scaled with

√
dk to decrease the variance and

improve the stability of the model. The scaled dot product is passed to the softmax function
that determines how much attention for a query word should be paid to each other word.
This is multiplied with the value vectors for each word to get the attention weighted output.

The Transformer extends this with multi-head attention by transforming the original
representation of the words with dimension dmodel into dk and dv dimensional vectors using
learnable parameter matrices W Q

i ∈ Rdmodel×dk , W K
i ∈ Rdmodel×dk , W V

i ∈ Rdmodel×dv for
each attention head i ∈ N. These matrices differ for each attention head such that the
model can utilize information coming from different representations at different positions
in the input sequence. For instance, one head can represent syntactic similarities while
the other learns the distance between words [Ost23]. The transformation to vectors with
dimensions dk and dv also reduces the dimensionality and therefore the computational cost.
The results of each attention head are concatenated and projected to a final output using
a matrix W O ∈ Ridv×dmodel .

Architecture

The original architecture shown in Figure 2.2 consists of N ∈ N stacked encoder-decoder
blocks. The encoder receives the initial input sequence, which is converted into a previously
learned embedding of dimension dmodel. The embedding is augmented with a positional
encoding by adding sine and cosine functions. Each encoder block consists of a Multi-Head
Attention block and a Feed Forward network as sublayers. The sublayers are both connected
with residual connections [He+16] and layer normalization [BCB16]. This translates the
input into a continuous representation z = (z1, . . . , zn) used in the decoder to generate
the output. The decoder duplicates the structure of the encoder but with one additional
Masked Multi-Head Attention layer that relates the output of the network with the whole
sequence. This enables the model to auto-regressively generate new output tokens that
depend on the previous output. The next tokens are predicted using a linear transformation
and the softmax function.
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Figure 2.2: Original Transformer architecture [Vas+17]

2.2.7 BERT

BERT [Dev+19] is a model built to learn meaningful representations of words and sentences.
It does that by replacing the unidirectional training objective from previous methods that
create contextualized word embeddings such as ELMo [Pet+18] with bidirectional pre-
training using the left and right context simultaneously. This enables the model to learn
rich representations and to be easily fine-tuned for different NLP tasks [LLS20].
As input to BERT, text sequences are converted into WordPiece embeddings [Wu+16],
which reduce vocabulary size and can handle OOV words using sub-word tokens. In addition,
each sequence begins with the special classification token [CLS] and is separated by the
[SEP] token to distinguish between different sentences. For example: [CLS] Hello world!
[SEP]. To indicate what sentence each token belongs to, a learned segment embedding and
a trained positional encoding are used.
The model architecture of BERT consists only of the multi-layer Transformer encoder as
described in subsubsection 2.2.6. The pre-training is accomplished with two different tasks
being the Masked Language Model (MLM) and Next Sentence Prediction (NSP). In the
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MLM task, a certain percentage of the input sequence is randomly masked. Afterwards,
the original token is predicted with cross entropy loss. This facilitates the model to learn
the bidirectional representations. The NSP task is used for the model to learn how to relate
different sentences to each other.
SciBERT [BLC19] transfers this approach to the scientific domain using the same model
architecture as BERT but conducting the pre-training on scientific data. This improves the
performance of downstream scientific NLP tasks that otherwise are limited due to scarce
high-quality data [BLC19].





3 Re l a t e d Wo r k

3.1 SPECTER

With SPECTER1 [Coh+20] a method was developed to generate general-purpose document
embeddings of scientific publications that do not need task-specific fine-tuning but can be
directly used as features for downstream NLP tasks. To achieve this, they use SciBERT
[BLC19] as SOTA model for language modeling in the scientific domain and fine-tune its
weights on a large corpus. Specifically, they use a contrastive learning objective [RA23]
formulated in Equation 3.1 with a triplet margin loss [SKP15].

L = max
{(

s(q, d+) − s(q, d−) + m
)
, 0

}
(3.1)

This loss function takes the embeddings of an anchor document together with a positive
and negative sample as input. It learns a representation where the anchor document is
closer to all positive publications that are textually related than all other negative samples.
To measure the similarity s the L2 norm is used and the hyperparameter m is the margin
between positive and negative samples. The training is conducted on a total of 684K
training and 145K validation triplets. Each triplet consists of a query paper, a positive
paper, and a negative paper such that (q, d+, d−) are all training triplets. For each query
paper, up to a maximum of five positive and negative publications are sampled, utilizing
citations as a naturally occurring inter-document signal, which indicates the relatedness
of documents. Positives are publications cited by the query paper, whereas negatives are
randomly selected publications that are not cited by the query. Also, another set of "hard
negatives" is used to improve the embeddings compared to sole random sampling [Coh+20;
Rob+20]. These are slightly related and thus more difficult to learn publications. They are
not cited by the query but by a positive sample.

s(q, d+) + m < s(q, d−) (3.2)

1Scientific Paper Embeddings using Citation-informed TransformERs
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Sampling appropriate positive and negative papers is important as they are key to the
contrastive learning objective [Rob+20; Tia+20]. This is also shown in Equation 3.2, where
the model does not learn if the samples fulfill the inequality, thus deteriorating convergence.
As input to the model the title and the abstract are used as they are written to summarize
the publication. No benefits were found using additional fields such as venues and authors
[Coh+20]. This is similar to findings in [PVS22], where key information is found in the
first tokens of the documents. The title and the abstract of the publication are tokenized
with the WordPiece tokenizer [Wu+16] and concatenated with the special [CLS] and [SEP]
tokens (see section 2.2.7). Once passed through the model, the document representation
itself is taken from the output of the [CLS] token. To evaluate the model, the authors
also created an evaluation benchmark with seven document-level tasks called SciDocs.
SPECTER outperforms baseline models such as SciBERT [BLC19] in most tasks.

3.2 SciNCL

The sampling strategy presented in SPECTER [Coh+20] uses direct citations to create
training triplets. However, this approach does not prevent collisions. For instance, if publi-
cation A cites B but not vice versa, B is considered a positive paper for A, while A is viewed
as a negative paper for B. This contradiction leads to deteriorating performance [Sau+19].
Also, the sampling strategy provides a discrete similarity signal, which cannot relate similar
publications without a direct citation. Further, using raw citations, the training triplets
can suffer from noise (see section 2.1). Ostendorff et al. [Ost+22] extend the sampling
approach of SPECTER to improve upon these shortcomings and find valuable positive and
negative samples for the contrastive learning objective. They train their model SciNCL2,
reusing the training setup of SPECTER but with the data created from the new sampling
strategy. SciNCL trains an additional graph embedding model with PyTorch BigGraph
[Ler+19] on the citations. These citation embeddings make it possible to sample from
a continuous inter-document signal. Therewith, positive papers can be sampled close to
the query paper while being dissimilar enough to avoid gradient collapse [WI20] whereas
negative papers can be separated with a sample induced margin from the positives to
avoid collisions. To create the training triplets, the k-Nearest Neighbors (k-NN) [JDJ21]
algorithm is used. This induces a sorting of samples close to the query paper and therefore
enables the controlled sampling of positives and negatives within specific ranges and a
margin between positive and negative publications can be defined. Alternative sampling
strategies applied are random and filtered random3 sampling. SciNCL is evaluated using

2Neighborhood Contrastive Learning for Scientific Document Representations with Citation Embeddings
3Random strategy without the samples already selected with k-NN sampling
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the SciDocs benchmark [Coh+20] with an overall performance improvement.

3.3 SciRepEval

With SciRepEval,4 Singh et al. [Sin+23] introduced a benchmark that consists of 24 tasks
across the formats of classification, regression, ranking, and search to evaluate represen-
tations of scientific documents. It was designed to assess a more diverse range of tasks
compared to prior benchmarks, such as SciDocs [Coh+20]. To facilitate and standardize
comparison between methods evaluated on the benchmark, they provide training and eval-
uation datasets. In companion to the benchmark, they released an improved version of
SPECTER (see section 3.1) that was pretrained utilizing data across 23 domains named
SPECTER2 base. Under the assumption that a single vector is not sufficient to generalize
across diverse NLP tasks, different model variations specialized for various task formats are
proposed with this base model. Hereto, the base model is finetuned in a multi-task setup
on several tasks provided with the SciRepEval benchmark specifically for training. The
variations are a model without alterations, a model augmented with control codes [Kes+19],
and one altered with adapters [Hou+19]. The control codes are tokens that are combined
with the input as an additional signal indicating the task format. Adapters are additional
trainable parameters that are added to each layer in the Transformer model to learn task
format specific weights. The results show that the task format specific embeddings of
SPECTER2 improve performance.

3.4 INSTRUCTOR

Instruction-based finetuning [Mis+22; Min+24] is a technique where the training data is
combined with a natural language instruction that describes the specific tasks. This can
improve downstream task performance and zero-shot generalization [Zho+21; Nav+23]. Su
et al. [Su+23a] developed INSTRUCTOR to investigate instruction-based finetuning for
a general-purpose embedding model. Leveraging such task and domain descriptions, this
model can create different embeddings for a single input adapted to the downstream tasks.
To train the model, they created MEDI,5 a collection of 330 datasets for text embedding an-
notated with instructions. 300 datasets originate from SuperNaturalInstructions [Wan+22],
which already are annotated with instructions but are not split into positive and negative
training pairs for the contrastive learning objective. To construct these pairs, they created

4A Multi-Format Benchmark for Scientific Document Representations
5Multitask Embedding Dataset with Instructions
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embeddings for the 300 datasets using a Sentence-T5 model [Ni+22a]. From this embed-
ding space, they split the datasets into the positive and negative training pairs by their
cosine similarity scores. The remaining 30 datasets stem from the Sentence Transformers
embedding data,6 which they manually annotated with instructions for each dataset. The
samples in MEDI are tuples (x, Ix, y, Iy), with x and y as the input and output and Ix, Iy

their associated instructions. INSTRUCTOR is based on the GTR model [Ni+22b] and
was trained on MEDI using an in-batch sampled softmax loss from Ni et al. [Ni+22b]
depicted in Equation 3.3. Here, τ is the softmax temperature and B is the union between
the positive and k ∈ N negative pairs. The input for the model EI(I, x) is the concatenation
of instruction with its input text I ⊕ x and the output is calculated as mean pooling over
the tokens in x disregarding the instruction tokens.

L = es(x,y+)/τ∑
y∈B es(x,y)/τ

, with s(x, y) = cos(EI(Ix ⊕ x), EI(Iy ⊕ y)) (3.3)

INSTRUCTOR was evaluated on Massive Text Embedding Benchmark (MTEB) [Mue+23],
Billboard [Kas+22], and prompt retrieval [Su+23b] and achieved SOTA performance.

3.5 GTE

The GTE7 model by Li et al. [Li+23] is a general-purpose text embedding model utilizing
large-scale and diverse data for multi-stage contrastive learning comprised of unsupervised
pre-training and supervised finetuning.

L = −log
es(q,d+)/τ

es(q,d+)/τ +
∑n

i=1 es(q,d−
i )/τ

(3.4)

To train their model, they use a contrastive loss function similar to the InfoNCE loss
[OLV19] in Equation 3.4, which uses a cross-entropy loss to rank one positive sample over n
negative samples. This increases a lower bound of mutual information between input data
and its embedding. Compared to the triplet margin loss (Equation 3.1), this objective does
not depend on a directly defined margin to distinguish between positives and negatives.
However, the temperature τ also affects the distribution of the embeddings [Hua+24].

L = − 1
n

n∑
i=1

log
es(qi,di)/τ

Z
(3.5)

6https://huggingface.co/datasets/sentence-transformers/embedding-training-data
(accessed: 06.08.2024)

7General Text Embedding

https://huggingface.co/datasets/sentence-transformers/embedding-training-data
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Z =
∑

j

es(qi,dj)/τ +
∑
j ̸=i

es(qi,qj)/τ +
∑

j

es(qj ,di)/τ +
∑
j ̸=i

es(dj ,di)/τ (3.6)

The contrastive learning objective in Equation 3.5 enlarges the negative samples with
bidirectional in-batch queries and documents as shown in the partitioning function in
Equation 3.6. The running indices for the elements within a batch are i and j and (qi, dj)
are the positive text pairs if i=j, else negative. The BERT model [Dev+19] (section 2.2.7)
was used as the backbone for GTE. In the first stage, it was pre-trained with ∼800M weak
supervised correlation text pairs from open-source data. The weak supervision derives
from the inherent connection between the text pairs, such as questions and answers in
QA forums, or titles and abstracts of scientific publications. As the number of samples
differs between data sources, they employed a multinomial distribution to sample batches
of up to 10.000 samples, which they found to improve performance compared to uniform
sampling or a direct combination of all samples. The large batch size was used to increase
the number of negatives for the contrastive learning objective in Equation 3.5 using in-
batch negative sampling. Afterwards, they finetuned the model with the same training
objective using ∼3M pairs from symmetric and asymmetric tasks8 from diverse datasets
with human annotations. With the hard negatives from this data, the finetuning could
be performed using a smaller batch size. GTE was evaluated on multiple benchmarks,
resulting in comparable performance with much larger models.

3.6 AnglE

In contrastive learning, often the cosine similarity is used to assess the differences between
vector representations of text and therefore how to adapt the model parameters so that
embeddings of similar texts are closer in the embedding space and unrelated texts further
apart. However, the cosine similarity faces the challenge of vanishing gradient due to
saturation zones of the cosine function [LL23]. Li & Li [LL23] approach this with an
optimization of the objective function in complex space. Specifically, they reformulate
the CoSENT [Hua+24] loss function from Equation 3.7. Its similarity label sim of the
input text can be an explicit score or be inferred from the data itself, thus, CoSENT can
be applied to various datasets. The indices i, j and k, l depict the positive and negative
pairs respectively. Whereas θ indicates the embedded text and τ is a hyperparameter for
amplification. The aim of this objective is to rank the similarity of text pairs rather than

8Tasks with same or different encoding objective for input and output, e.g. document-document or sentence-
document tasks
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the similarity between single text samples. It trains a consistent ranking between similar
pairs rather than bringing similar texts closer and dissimilar texts further apart in the
embedding space.

L = log
(
1 +

∑
sim(i,j)>sim(k,l)

eτ(cos(θk,θl)−cos(θi,θj))
)

(3.7)

To optimize this function, the embedding as the output of models such as BERT (sec-
tion 2.2.7) is divided into a real Xre

i and an imaginary Xim
i part [Sun+18]. Using this, the

angle difference can be calculated as the normalized division in complex space in polar
coordinates. To create the AnglE model, the original CoSENT loss function is combined
with the optimized version and an in-batch negative objective. These are used to train the
model on the MNLI [WNB18] and SNLI [Bow+15] datasets. They evaluated AnglE on
various Semantic Textual Similarity (STS) benchmarks for short and long text, with the
best performance gains for the combination of the cosine objective, the in-batch negative
objective, and the angle optimized objective.

3.7 Summary and Research Gap

LLMs are a prominent approach to generate embeddings as they have the capabilities
to incorporate contextual information. Using these models without pre-training or task
specific finetuning to create the embeddings, however, can lead to detrimental downstream
task performance that is comparable to simpler methods. This chapter presented multiple
approaches that were selected as they implement different strategies to overcome this chal-
lenge and improve the current state of embedding models, resulting in SOTA solutions on
the MTEB [Mue+23]. At the time of writing, the accompanying models were surpassed
by various new solutions9. In Table 3.1 an overview of the selected methods is presented,
including the improved base model, the evaluation benchmarks (see chapter 6) used to as-
sess performance, and the respective approaches. The selected methods employ contrastive
learning to enhance the learned representations. It has been demonstrated that leveraging
hard negatives can reduce training time and improve the results for this objective [RA23].
SPECTER, SciNCL, and SciRepEval (section 3.1 - section 3.3) use citations as an inter-
document signal to augment the sample quality within the scientific domain. At this, the
continuous citation signal proposed by Ostendorff et al. [Ost+22] can be beneficial as hard
negatives can be collected more effectively. In SciRepEval, the pre-training is extended with
multi-task finetuning, as specialized embeddings for different tasks can further increase

9https://huggingface.co/spaces/mteb/leaderboard (accessed: 06.08.2024)

https://huggingface.co/spaces/mteb/leaderboard


3.7 summary and research gap 21

Table 3.1: Overview Embedding Models - Describes approaches that are used to finetune
the base models and create SOTA solutions on the respective evaluation bench-
marks

Model Base Model Evaluation
Benchmark

Approach

SPECTER
[Coh+20]

SciBERT SciDocs Discrete citation
signal

SciNCL [Ost+22] SciBERT SciDocs Continous citation
signal

SPECTER 2
[Sin+23]

SciBERT SciRepEval Multi-task
finetuning

INSTRUCTOR
[Su+23a]

GTR MTEB, Billboard,
Promp Retrieval

Instruction
finetuning

GTE [Li+23] BERT SST-2, BEIR,
MTEB,
CodeSearchNet

Multi-stage
learning

AnglE [LL23] BERT & LLAMA GLUE, STS,
GitHub Issues
Similarity Dataset

Angle-optimization

performance. Similarly, INSTRUCTOR (section 3.4) is trained to create task and domain
aware embeddings with the help of instructions instead of special task tokens or adapters.
These instructions are natural language text that provides additional information for task
and domain. To create a general-purpose embedding model that needs no additional input
and therefore reduces complexity, GTE (section 3.5) leverages large-scale and diverse data
to pre-train and finetune a BERT model in a multi-stage learning setup. In AnglE (sec-
tion 3.6), the cosine similarity often used during training is optimized in complex space.
Otherwise, the saturation zones of the cosine function can impose a challenge for the
gradient updates.

Although the finetuning is conducted with different contrastive learning objectives, few
evaluations between different kinds of loss functions such as triplet margin loss [SKP15]
(Equation 3.1), InfoNCE [OLV19] (Equation 3.4), or CoSENT [Hua+24] (Equation 3.7)
could be found in the literature, especially not for the embedding of scientific publications
and training datasets comprised of triplets. With few exceptions, only comparisons between
the performance of an initial loss function and its altered variation are conducted. For
instance, Huang et al. [Hua+24] directly compare the performance of CoSENT, MSE, and
Softmax on the same datasets.
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During the literature review, publications were identified that considered different citation
information to sample positive and negative documents. For instance, a discrete citation
signal, derived either from direct citations [Coh+20; Sin+23] or co-citations [MCH22], and
a continuous citation signal [Ost+22], derived from direct citations. However, no study was
found investigating the performance of a continuous co-citation signal to sample training
triplets.



4 Concep t

To identify viable approaches for creating embeddings of scientific publications and to
address the research question, a comprehensive literature review was conducted (chapter 2,
chapter 3). Many SOTA solutions to create document embeddings include LLMs capable
of generating contextualized representations. A common method to enhance those models
is contrastive learning, revising the capabilities of the LLMs to distinguish between related
and unrelated documents and encoding these features within the embedding space. However,
few studies exist evaluating the influence of different contrastive loss functions. Also, a
continuous co-citation signal to sample training triplets has not yet been investigated.
Based on the literature review and the research gaps identified in section 3.7, the following
objectives are formulated:

Objective 1 Compare the influence of multiple contrastive learning loss functions on the
training of LLMs and their embeddings of scientific publications.

Objective 2 Develop an approach that utilizes a continuous co-citation signal.

The remainder of this chapter will introduce detailed approaches to both tasks.

4.1 Objective 1: Contrastive Loss

As identified in section 3.7 few prior studies directly compare the influence of diverse
contrastive loss functions on the training progress and the performance of the resulting
model. During the literature review, no comparison of the triplet margin loss with other loss
functions has been found. Efforts are being made to develop general-purpose embeddings,
as demonstrated by the works of Cohan et al. [Coh+20] and Li et al. [Li+23]. This research
direction encourages the use and development of loss functions that are applicable across a
variety of datasets, as it could enable the training of a model on different datasets without
changing the training objective [Hua+24].
To address this, a collection of commonly used loss functions that are gathered from the
literature are implemented and compared to each other. This includes the triplet margin
loss [SKP15], the InfoNCE loss [OLV19], the CoSENT loss [Hua+24], and the AnglE loss
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[LL23]. Apart from their mathematical formulation, they differ in how many negatives they
use to contrast a positive sample and whether they compare single positive and negative
samples or sample pairs [Hua+24].
The following sections explain which dataset and models are used for the training and
how the training process is configured to compare the influence of the contrastive learning
objectives on the training of the LLMs and the quality of the resulting embeddings for the
scientific publications.

4.1.1 Training Dataset

As training dataset, the data created for the pre-training of SPECTER2 base [Sin+23] is
used. It consists of 6.2 million training and 175 thousand test triplets, containing scientific
publications from 23 domains in the format of query, positive, and negative publication. The
positive and negative publications are sampled from direct citations indicating related and
unrelated papers. The samples generated for the training of SciNCL [Ost+22] are included
as a subset. Each publication is identified by its corpus ID [Lo+20] and is comprised of its
title and abstract. While full document data could improve the quality of the embeddings,
it necessitates methods that increase the context size of LLMs. Processing whole documents
could also increase training costs. However, models with a shorter context size can perform
better if key information exists within the data [PVS22]. In scientific publications, this is
provided by the abstract. Thus, a dataset comprising titles and abstracts is adequate for
this task. The triplet format dataset allows for the application of all selected loss functions
with minor adaptations. The triplet margin loss [SKP15] can be directly applied to this
data. For the CoSENT [Hua+24] and AnglE [LL23] loss functions, binary labels need to be
inferred to rank the similarity between positive and negative pairs. The typical approach
utilizing in-batch negatives for InfoNCE loss cannot be applied as this would introduce
noise to the loss functions. To illustrate, if all negatives within a single batch containing
the triplets (q1, p1, n1), (q2, p2, n2) are paired with the same query q1, the publication n2

is noise if n2 = p1. Thus, randomly sampled batches could induce negative samples for
contrasting with the query that collide with the positive samples. Therefore, either a single
negative sample can be used, making the InfoNCE loss similar to other loss functions, the
noise could be tolerated, or the data needs to be sorted so that within one batch multiple
triplets with the same query are grouped. The sorting enables to utilize multiple negatives
for one query document, although at a small number. As the sorting approach does not
introduce noise and still utilizes multiple negatives, it was implemented for the comparison.
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4.1.2 Model Architecture

LLMs based on the Transformer architecture can take the context into account when creat-
ing embeddings of scientific publications. PLMs can be finetuned to reduce overall training
time and increase downstream task performance [LLS20]. Prior studies achieved SOTA
performance using this approach together with a contrastive learning objective [Coh+20;
LL23]. In order to select an appropriate model for the task of comparing different loss func-
tions, model architecture and model size, which impact training time and performance, are
considered. From the MTEB leaderboard [Mue+23] and SciRepEval benchmark [Sin+23]
good performing baseline embedding models are selected. As the GTE base model [Li+23]
is with 110M parameters relatively small but better performing than many larger models,
it is selected for the finetuning. It is an encoder-only Transformer model initialized with
the BERT [Dev+19] weights and trained using a contrastive learning objective with the
average pooling strategy to create the embeddings (see section 3.5). To test if the influence
of the loss functions on the training generalizes to other models and is not dependent on
the model’s pre-training, SciBERT [BLC19] is used as a secondary model. It uses a similar
architecture, however, it has different initial weights as it was trained specifically for the
scientific domain using the masked language modeling and next sentence prediction task
[Dev+19], instead of contrastive learning.

4.1.3 Training Setup

To compare the selected contrastive learning loss functions, the GTE [Li+23] and SciBERT
[BLC19] models are finetuned on the triplet dataset with the same number of samples1

and the same hyperparameters. Afterwards, their convergence speed is compared and
their performance is measured using the SciRepEval benchmark [Sin+23]. The finetuning
of the LLMs is repeated multiple times with three different random seeds for each loss
function to estimate variance and assess the robustness of the training objectives. To
increase the validity, this could be repeated more often, but the number was chosen small
as a tradeoff with training time. The hyperparameters are mainly reused from SPECTER
[Coh+20]. This includes AdamW [LH18] as optimizer with a slanted triangular learning
rate of 2e-5 with a warmup of five percent of the training data, a batch size of 32 with
gradient accumulation of 4 to achieve an effective batch size of 1282. The input size for
the models is set to 512 tokens. As pooling strategies average pooling and CLS pooling
were implemented. SciBERT was trained with both strategies in separate runs, whereas
GTE was trained only using the average pooling strategy, as this was used during the prior

1Exception for InfoNCE due to sorted batches (subsubsection 5.3)
2Used in GTE [Li+23] with similar hardware
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stages of its contrastive pre-training and finetuning. Due to the size of the training dataset,
the model was trained for a single epoch as in Li et al. [Li+23]. Therefore, the validation
was performed at fixed intervals instead of at the end of an epoch.

4.2 Objective 2: Continuous Co-Citations

The aim of the second objective is to develop a novel approach for the creation of document
embeddings of scientific publications. To achieve that, information from the citation graph
is utilized. Cohan et al. [Coh+20] and Mysore at al. [MCH22] already use direct citations
and co-citations to sample positive and negative publications for the contrastive learning
objective. Ostendorff et al. [Ost+22] extended the discrete signal from the direct cita-
tions to a continuous signal. In their experiments, they found this to improve the textual
sample efficiency. This section describes how this approach is transferred to co-citations
(section 2.1). It consists of the collection of the co-citation data itself, a graph embedding
model to learn embeddings for all documents within the citation graph, the sampling
strategy to create positives and negatives, and the creation of training triplets with titles
and abstracts. After the creation of the co-citation dataset, the SciBERT model [BLC19]
is trained using the triplet margin loss [SKP15] and the CLS pooling strategy. This is
the same model and configuration as in SPECTER [Coh+20] and SciNCL [Ost+22], only
changing the dataset. Therefore, the continuous co-citation sampling can be compared to
the continuous direct citation sampling [Ost+22].

4.2.1 Co-Citations

To create a co-citation dataset that facilitates the comparison of the co-citation signal
with the direct citation signal present in the dataset from Objective 1 (section 4.1.1) the
same query documents are used. Publications that are cited together with these query
documents are used as positives instead of publications cited by the queries. The citation
information is collected from the Semantic Scholar Academic Graph Datasets [Kin+23]
using the corpus ID of each query entry. The current version of the corpus is split into
several datasets. For this task, the ’citations’ dataset was used, which is split into 217
files. Each file contains entries with a citingcorpusid and citedcorpusid3. To access this
data, an API key of the Semantic Scholar platform [Kin+23] is required. Requesting the
information for each individual publication in the dataset would take too long with the
request limit of 1 request per second of that endpoint. To acquire the co-citations of the

3citationid, isinfluential, citation contexts, and citation intents are not needed for this task
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queries, the references of their citing elements are extracted. Afterwards, the co-citations
for a subset of the queries are generated.

4.2.2 Graph Embedding

Pytorch-Biggraph [Ler+19] is used to learn embeddings for the documents within the
co-citation graph. This creates a continuous co-citation signal and enables it to relate
publications that are not directly co-cited together with each other. It utilizes a multi-
relational directed graph G = (V, R, E) with V as nodes, R and E a set of relations and
edges respectively. Each node represents a publication in the co-citation graph, which is
connected to other publications with a co-citation as an edge. The relation type for all
edges is co-citation. Each edge e = (s, r, d) ∈ E connects a source and a destination node
with the relation of type r where s, d ∈ V and r ∈ R. As Pytorch-Biggraph is a directed
graph, it is necessary to duplicate all undirected co-citations such that both formats (a, r, b)
and (b, r, a) of the co-cited publications a and b are in the set E. The nodes and relations
are represented with an embedding θ that with a scoring function f(θs, θr, θd) is maximized
for all edges e ∈ E, else minimized. To optimize the embeddings, the margin-based ranking
objective from Pytorch-Biggraph is used. It is formulated in Equation 4.1, where the
negative edges e′ ∈ S′

e = {(s′, r, d)|s′ ∈ V } ∪ {(s, r, d′)|d′ ∈ V } are generated by changing
either the source or destination node of the edges e. This is similar to the triplet margin
loss (Equation 3.1), however, it uses two edges as input instead of a query, positive, and
negative publication.

L =
∑
e∈G

∑
e′∈S′

e

max(f(e) − f(e′) + m, 0)) (4.1)

The training configuration is adopted from SciNCL [Ost+22] to better compare both
approaches. It uses an embedding size of 768, a margin of m = 0.15, a learning rate of
η = 0.1, and the dot product as a similarity measure.

4.2.3 Triplet Sampling

To sample positive and negative publications from the graph embeddings, a k-nearest-
neighbor search is implemented. Other strategies, such as similarity thresholds or k-means,
have inferior performance [Ost+22]. The k-nearest-neighbor search sorts the samples around
a query paper. A fixed number c of positive and negative samples is drawn from different
ranges (k+ − c, k+] and (k− − c, k−] with respective sample difficulties k+ and k−. The
number of elements between k+ and k− describes an adjustable sample induced margin
between all positives and negatives. Randomly collecting samples from larger ranges does
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not improve quality and is more difficult to optimize due to the additional randomness
[Ost+22]. To measure the impact of sample difficulty, multiple combinations with different
margins are created.
To curate the final training triplets, the titles and abstracts are extracted from the Semantic
Scholar Academic Graph Datasets [Kin+23]. As not necessarily all titles and abstracts can
be found in the corpus, the length of the dataset for each sample difficulty is truncated
so that all resulting datasets have the same number of triplets. Subsequently, the triplets
are split into a training and validation set. The validation sets are created separately for
each sample difficulty, but a uniform validation set is required to facilitate comparison of
the sample difficulties. Therefore, a combined validation set is created by concatenating
all sets for each sample difficulty.



5 Imp l emen t a t i o n

This chapter presents details about the benchmark, the creation of the continuous co-
citation dataset, and the implementation of the training with multiple loss functions. The
code is executed on a HPC-Cluster1 with Nvidia A100 (80GB) and H100 (94GB) GPUs
and SLURM [YJG03] as job scheduler2.

5.1 Benchmark

The SciRepEval benchmark [Sin+23] was chosen to assess the capabilities of the trained
models in generating embeddings of scientific publications. The structure of SciRepEval is
depicted in Figure 5.1. The SciRepEval class orchestrates the evaluation, setting up the
tasks and their corresponding parameters as defined in the configuration file, initializing the
task-format specific Evaluator classes, and saving the results of all evaluators as a file. The
Evaluator uses an EmbeddingsGenerator to either generate or load prior embeddings for
the data encapsulated with the SimpleDataset or IRDataset classes. The functionality to
change between task-format specific models and the code provided for multi-task training
in the benchmark are not discussed, as they are not relevant to the scope of this work. The
original implementation only supports the CLS pooling strategy and uses a hard-coded
seed for its nondeterministic algorithms such as LinearSVC3 with coordinate descent in
the dual [Hsi+08].
When executing the benchmark on the HPC-Cluster, time-out errors are observed. Also,
the embeddings for the Paper-Reviewer Matching task are not always generated. However,
no error message is presented. The S2AND4 [Sub+21] task requires a separate configura-
tion. Consequently, both tasks are excluded. The alterations to the benchmark are made
within a fork of the codebase5. The code uses the Datasets library [Lho+21] to load either
local or remote training and evaluation data for each task of the benchmark. The local data

1High-Performance Computing-Cluster
2To automatically generate the .job files, util functions are provided
3https://contrib.scikit-learn.org/lightning/generated/lightning.classification.LinearSVC.html

(accessed: 06.08.2024)
4Semantic Scholar’s Author Name Disambiguation
5https://github.com/allenai/scirepeval (accessed: 06.08.2024)

https://contrib.scikit-learn.org/lightning/generated/lightning.classification.LinearSVC.html
https://github.com/allenai/scirepeval
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Model 

+ encoder: e.g. BERT
+ tokenizer
+ hidden_dim
+ max_input_length

+ __call__(batch)

EmbeddingsGenerator 

+ datasets:SimpleDataset | IRDataset
+ models:Model

+ generate_embeddings(save_path)
+ load_embeddings_from_jsonl(load_path)

SciRepEval 

+ task_config

+ evaluate(...)

Evaluator 

+ task_name

+ evaluate(embeddings)
+ calc_metrics()

SupervisedEvaluator 

+ test_dataset
+ metrics
+ seed

+ read_dataset()
+ classify()
+ regression()

IREvaluator 

+ test_dataset
+ metrics
+ seed

+ get_qc_pairs()
+ retrieval()

FewShotEvaluator 

+ sample_size
+ num_iterations

+ classify()

IRDataset

+ batches()

evaluate with config

SimpleDataset 

+ evaluation_data

+ batches()
+ process_batches(data)

Figure 5.1: Class diagram of SciRepEval Benchmark [Sin+23]

needs to be downloaded from the Amazon cloud, the remote data is accessed through the
Huggingface platform. However, the preprocessing between the data differs, resulting in
different numbers of data points and single datasets that cannot be parsed using the local
data. As no preprocessing pipeline is provided, the data is loaded from Huggingface. The
load_dataset() function by default caches the data locally. However, without specifically
exporting the HF_DATASETS_OFFLINE environment variable, requests to access the data
are sent, leading to timeouts. To cache the data without an error, a function iterating
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over all datasets is implemented. Before this solution was found, a waiting mechanism was
implemented. Also, partial results are saved and already computed tasks are skipped.
As the LLMs are trained using the CLS and average pooling strategies (section 5.3) the
benchmark should generate these different embeddings as well. Therefore, the Model
and EmbeddingsGenerator classes are adapted by also calculating the average of the
last_hidden_layer of the encoder output and appending the alternative encoding to
a list. Afterwards, the evaluation is computed on both embedding types per task by
invoking the evaluate function with the different embeddings.
The hard-coded seed is changed into a parameter that could be adjusted. The whole
benchmark is run three times for each model to account for variance within the evaluation
algorithms. As the embeddings do not change, they are computed only once and written to
disk. The runtime of the benchmark with the GPU accelerator is approximately 15 hours.

The results of each benchmark run are saved to different files according to the model
configurations and the seed used for the benchmark, which is repeated three times due to
non-deterministic evaluation methods. This results in a total of nine benchmark results per
model, with three seeds used during training of the models. A script is implemented with
pandas [tea23] to automatically summarize the results using the same aggregation methods
as provided by an excel sheet6. All metrics of the benchmark are scaled between 0 and 1,
with 1 representing the optimal score. Thus, a task-wise average can be calculated. Singh
et al. [Sin+23] report task-wise averages for the categories: "in-train", "out-of-train", and
"SciDocs" [Coh+20] as well as for each task-format (classification, regression, proximity,
search) and an overall average score. The in-train category describes the tasks that are
provided for (multi-task) finetuning and adaptation to the different task formats in the
benchmark. The out-of-train tasks are exclusively utilized for evaluation. The same task-
wise averages are calculated after the results for each seed are averaged.

5.2 Co-citation Dataset

The creation of the co-citation dataset is split into several sub-tasks, including the extraction
of the co-citations from the Semantic Scholar Academic Graph Datasets [Kin+23], the
training of a Pytorch Biggraph model [Ler+19], the k-NN search, and the triplet generation.
To download the citations, papers, and abstracts datasets (release: 16.07.2024), a HTTP
GET request is sent with an API key of the Semantic Scholar platform to the specific
endpoint of each dataset using the requests library. The response body contains pre-signed
download links for the dataset files, which are then downloaded using the wget library. The

6https://docs.google.com/spreadsheets/d/1JMq-jR4M8KU119cvglUDmMwwzd60Z3vyvn3VqhPn9EY/
view#gid=1450677429 (accessed: 06.08.2024)

https://docs.google.com/spreadsheets/d/1JMq-jR4M8KU119cvglUDmMwwzd60Z3vyvn3VqhPn9EY/view#gid=1450677429
https://docs.google.com/spreadsheets/d/1JMq-jR4M8KU119cvglUDmMwwzd60Z3vyvn3VqhPn9EY/view#gid=1450677429
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download process is split between multiple nodes on the SLURM cluster as the archived
data is several hundred gigabytes large. These archives are then extracted, resulting in
roughly a terabyte of data (706GB citations, 183GB papers, 133GB abstracts).

5.2.1 Co-citation Extraction

After iterating over all files to extract the citing publication’s references for a subset of
the query publications, the co-citations are created as paired combinations of the sorted
references. The resulting tuples are used as unique keys within a dictionary and a
counter as value is increased each time that co-citation is found. This is only done for the
selected subset of queries, otherwise, the number of co-citations grows too quickly with
an upper bound of (length − 1) ∗ (length/2). Unrestricted runs create .tsv files of over
100GB for 1% of the query publications.

5.2.2 Graph Embedding

The Pytorch-Biggraph framework [Ler+19] provides out-of-the-box functionality to train a
graph embedding model. Only the get_torchbiggraph_config() function needs to be im-
plemented that returns the configurations within a dictionary. Important options include
the path to the training data, its entities, and relations, as well as parameters for the train-
ing itself such as the number of epochs, learning rate, and the margin between embeddings.
To prevent out_of_memory errors, the number of edge chunks needs to be set, otherwise, the
training needs over 1.5TB of memory. Using the torchbiggraph_import_from_tsv com-
mand, the framework prepares the data for the training. With the extracted co-citations,
this results in unique 31.544.787 entities (= publications) and 250.874.460 edges (= co-
citations). Afterwards, the training is commenced with the torchbiggraph_train com-
mand, which creates the embeddings for each entity and a training_stats.json file
containing statistics about the training process.

5.2.3 Triplet Sampling

The graph embeddings enable the sampling of positive and negative publications from
a continuous co-citation signal. To select positives and negatives, a k-NN search is im-
plemented with the FAISS library [Dou+24]. The first step is to create an offset list of
the query publication to load their embeddings. Thereafter, an IndexFlatL2 index is
created, which implements an exhaustive search. From this index, the nearest k = 5000
neighbors are identified and a result file is saved. From these 5000 nearest neighbors,
seven positive and negative publications are sampled using multiple margins to assess the
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impact of sample difficulty7. Similar to the extraction of the co-citations, the title and
abstracts are collected from the papers and abstracts datasets from the Semantic Scholar
Datasets [Kin+23]. With a random seed, the training and validation splits are created with
sklearn’s train_test_split() function. The validation data is combined for all different
margins used so that the validation data is the same for all margins during training.

5.3 Training

The training of the SciBERT8 and GTE9 models is implemented using Pytorch Light-
ning10. This framework provides a Trainer class, which automates the training process
and manages the logging and execution of callbacks. The logging is realized with Light-
ning’s TensorBoardLogger and model checkpoints are created after each validation run,
monitoring the validation loss. From the Trainer only the fit() function is used as the
testing is done with the benchmark. It takes a LightningModule and the training and
evaluation Dataloader as input. The SciPubEmb class is implemented for this thesis. It
extends the LightningModule and defines the key components of the training loop:

__init()__ Configures training and loads model and tokenizer from Huggingface [Wol+20].

configure_optimizers() Initializes the optimizer and the learning rate scheduler.

forward() Tokenizes a batch of input documents, passes them through the model, and
returns embeddings using either CLS or average pooling.

training_step() Splits batch into query, positive, and negative samples and creates em-
beddings with forward function. Then, it applies the loss function, logs results, and
returns the loss.

validation_step() Same as training_step() but for validation data.

The hyperparameters used during training are as follows: batch size = 32, gradient
accumulation = 4, epoch = 1 (3 if training with the continuous co-citation datasets),
learning rate = 2e-5, optimizer = AdamW [LH18], scheduler = slanted triangular learn-
ing rate with 5% warm-up. In the get_data_loader() function, the datasets library
is used to load and shuffle the datasets with a random seed and apply a mapping. This
includes the training triplets from SPECTER2 base [Sin+23], its adapted version for

7P ositive = {25, 200, 500}, Negative = {1000, 3000, 5000}
8https://huggingface.co/allenai/scibert_scivocab_uncased (accessed: 06.08.2024)
9https://huggingface.co/thenlper/gte-base (accessed: 06.08.2024)

10https://lightning.ai/docs/pytorch/stable/ (accessed: 06.08.2024)

https://huggingface.co/allenai/scibert_scivocab_uncased
https://huggingface.co/thenlper/gte-base
https://lightning.ai/docs/pytorch/stable/
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the InfoNCE loss function, and the co-citation data of Objective 2. The map() func-
tion concatenates the title and the abstract with the [SEP] token of the tokenizer for
each triplet. The datasets are streamed instead of computing this mapping all at once.
Afterwards, the streamed datasets are wrapped within a Dataloader. The training us-
ing the A100 or H100 Nvidia GPUs can last from two days to a week on the largest
dataset. Due to the maximum runtime of one day on the cluster configured with SLURM
[YJG03], it is interrupted. To save the training progress and continue afterwards, an ad-
ditional InterimCheckpointCallback was implemented. It checks the remaining time at
the start of a training batch and the validation loop with the on_train_batch_start()
and the on_validation_start() hooks. After 23.5 hours, it saves an interim checkpoint
and stops the training. However, the state of the Dataloader is not saved. Therefore, a
SkipIterableDataset is implemented that creates an Iterator of the dataset and skips
the first n = global_step ∗ batch_size ∗ gradient_accumulation samples. The following
sections describe how each loss function is applied to the triplet format datasets.

Triplet Margin Loss

The Triplet Margin Loss [SKP15] is copied without changes from the SPECTER repos-
itory11. To measure the distance between embeddings the L2-norm is used, which is im-
plemented with Pytorch’s pairwise_distance(). The loss is computed as described in
Equation 3.1 using m = 1 as margin with a ReLU function. The losses for each pair within
the batch are aggregated using a mean reduction method.

InfoNCE

The InfoNCE loss [OLV19] in Equation 3.4 contrasts the similarity between a (query,
positive) pair with the similarity of n ∈ N (query, negative) pairs. This can be implemented
with a cross-entropy loss function. To compute the InfoNCE loss for larger batches where
triplets have different query publications, each negative is matched with its corresponding
query12. It computes the cosine similarity between all queries and positives and all queries
and negatives as the dot product of their normalized embeddings. The resulting logits are
concatenated and labels are created and passed to the cross-entropy function scaled with
τ = 0.1 as temperature. To aggregate the loss of each mini-batch, the mean reduction
method is used.
It is important to ensure that within a mini-batch the InfoNCE loss is calculated using
the same query document for all similarity pairs. Otherwise, the query document is not
11https://github.com/allenai/specter (accessed: 06.08.2024)
12https://github.com/RElbers/info-nce-pytorch/tree/main (accessed: 06.08.2024)

https://github.com/allenai/specter
https://github.com/RElbers/info-nce-pytorch/tree/main
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directly contrasted with the positive and negative samples. In the triplet format dataset,
each negative sample is assigned to a single query document. To utilize the correct query
document, the dataset is sorted into blocks of a fixed size with one query document
throughout all samples in the block. This approach reduces the number of queries that can
be used, as not all queries within the original dataset have the same number of positive
and negative samples. To keep the number of queries comparable, a block size of four is
chosen. Shuffling is applied between and within the blocks.

CoSENT

The CoSENT loss function13 in Equation 3.7 [Hua+24] compares the cosine similarity of
embedding pairs depending on their similarity label. The similarity labels are inferred from
the triplet dataset, assuming that the similarity of a (query, positive) pair is higher than
the similarity of a (query, negative) pair. This is reproduced by creating binary labels for
all positive and negative pairs. All elements within the label vector are compared to each
other, resulting in a label matrix. In a second step, the similarity of all (query, positive) and
(query, negative) pairs is computed utilizing the cosine_similarity() function of torch.
The result is scaled with τ = 20. Subtracting the similarity pairs from one another as in
Equation 3.7 is implemented as a matrix operation. The resulting similarity matrix and
the label matrix are combined, removing similarities with label zero by subtracting 1e12.
This results in a convergence to zero with the exponential function. The loss is computed
with the logsumexp() function of torch.

AnglE

The implementation of the AnglE loss14 [LL23] is similar to the CoSENT loss (subsub-
section 5.3) except for the optimization in complex space. Here, the chunking strategy to
obtain the real and imaginary parts [Sun+18] was transferred to the triplet dataset format
instead of using a zigzag-style input, creating chunks for query, positives, and negatives sep-
arately. The division in complex space in polar coordinates to compute the angle difference
is reused from Li et al. [LL23].

13Adapted from https://github.com/RingBDStack/CoSENT/blob/main/loss.py (accessed: 06.08.2024)
14https://github.com/SeanLee97/AnglE/blob/main/angle_emb/angle.py (accessed: 06.08.2024)

https://github.com/RingBDStack/CoSENT/blob/main/loss.py
https://github.com/SeanLee97/AnglE/blob/main/angle_emb/angle.py




6 E va l u a t i o n

This chapter introduces approaches and metrics used to assess the performance of algo-
rithms that create document embeddings of scientific publications. Afterwards, the results
for the developed methods are presented. To assess the quality of the embeddings an
intrinsic or extrinsic evaluation can be conducted. The intrinsic evaluation encompasses
methods that directly evaluate the quality and coherence of a vector space, regardless of its
performance in downstream NLP tasks [Sch+15]. These methods evaluate embeddings on
the syntactic or semantic relations between language entries such as words or documents
by comparing how well they align with human intuition [Bak18; Sch+15]. This ensures
that similar words or documents are represented mathematically close to each other. This
includes, for instance, the prediction of semantic similar language entries using a distance
measure such as the cosine similarity. These similar entries express the same sense such as
synonyms [LLS20]. An overview of intrinsic evaluation methods can be found in Bakarov
[Bak18]. With intrinsic evaluation methods the relationships between embeddings can
be analyzed and using e.g. visualizations internal properties can be explored in a lower-
dimensional space [Gao+19; Coh+20; Hei+22]. A limitation of intrinsic evaluation methods
is that they are often limited by small datasets and that they do not always correlate with
downstream task performance as different tasks need different notions of similarity [Far+16;
PC20]. However, with intrinsic evaluation methods, the relationships between embeddings
can be analyzed, and using e.g. visualizations internal properties can be explored in a lower-
dimensional space [Gao+19; Coh+20; Hei+22]. Extrinsic evaluation uses embeddings as
input features for downstream tasks to measure the quantitive performance of the vector
representations using task-specific metrics [Sch+15]. This approach shows the effectiveness
of embeddings in real-world applications [PC20]. Many tasks such as sentiment analysis
or topic categorization can be used [PC20]. Limitations of extrinsic evaluation are that
the performance of embeddings is not consistent across tasks [Sch+15] and the result is
dependent on many factors such as the configuration of the algorithm used for testing
[PC20]. Therefore, it is necessary to evaluate embeddings across diverse tasks and datasets
to approximate their general applicability or restrict their use to specific tasks [Bak18].
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6.1 Evaluation Approach

The evaluation considers the following components: (i) the performance of the graph em-
bedding, (ii) the influence of the contrastive learning loss functions on the convergence for
the training of the LLMs, and (iii) the resulting performance on the SciRepEval bench-
mark, which uses a mixture of intrinsic and extrinsic tasks. To estimate the variance, all
experiments are conducted three times with different random seeds and mean and stan-
dard deviation are reported. Furthermore, the following configurations are compared: (i.A)
multiple embedding sizes and (i.B) distance measures for the training of the graph embed-
ding models; (i.C) the sample difficulty with different margin hyperparameters; (ii.A) the
influence of different initial weights of PLMs and (ii.B) pooling strategies.

6.1.1 Metrics

This section provides an overview of the metrics used to evaluate the performance of the
graph embedding models and those used within the SciRepEval benchmark to assess the
quality of embedding models in the scientific domain. In classification tasks, the F-score
measures the balance between the precision and recall of the predicted classes. To assess
the quality of the embeddings as input to a regression model, the prediction of that model
is compared with the ground truth using Kendall’s τ . The Mean Average Precision (MAP)
evaluates if information about a publication can be correctly identified using only the em-
beddings. For a more nuanced measure, Normalized Discounted Cumulative Gain (nDCG)
assesses the relevancy of publications ranked with distance measure in the embedding space.
With Hits@k it is tested if a relevant publication is found in the first k ranked publications
and Mean Reciporal Rank (MRR) measures how quickly a relevant publication can be
found. Except for the Hits and MAP the following sections describe those metrics in more
detail.

F-score

For the evaluation of a classifier, a common measure of predictive performance is the
Fβ-score and its F1-score variant [CHK23]. It is defined in Equation 6.1, combining two
aspects of classifier performance with precision P and recall R. However, the F-score has
some drawbacks such as it ignores true negatives, it can have the same value for different
precision and recall values, and is not a representational measure (only a numerical value,
not an objective feature of the classification) [CHK23].

Fβ = (β2 + 1)P ∗ R

β2 ∗ P + R
(6.1)
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Specifically, the Macro F1 metric is used, which averages the F1 scores calculated inde-
pendently for each class resulting in more robustness to class imbalance [OB21].

Kendall’s τ

Kendall’s τ [KEN38] computes a rank correlation on non-parametric data, where it only
needs the rank of the values as input and not the numerical values. With n samples of
paired observations (X, Y )1 there exist m = n(n−1)

2 possible comparisons2. An observation
pair is considered concordant if, for the rank order i < j, both Xj −Xi and Yj −Yi have the
same sign, otherwise, the pair is discordant. With C and D as the number of concordant
and discordant pairs respectively, Kendall’s τ can be calculated as shown in Equation 6.2.

τ = C − D

m
(6.2)

It scales between [-1,1] so that when the value is 1 the rankings are the same, when -1 the
order is reversed. Compared to Spearmans ρ it can be interpreted as the probability that
the observed data is in the same order [Puk11].

Mean Reciporal Rank

The MRR [Cra09] is defined in Equation 6.3 with the set of all queries Q. It calculates the
average multiplicative inverse of the rank of the first relevant objects. When each query
has a single relevant document it is equivalent to the Mean Average Precision.

MRR = 1
|Q|

|Q|∑
i=1

1
ranki

(6.3)

It is easy to compute, however, it does not take multiple relevant documents into account
and can suffer from early errors. It is used to assess the trained graph embeddings, measuring
how quickly the first co-cited publication can be found in the embedding space. A better
score means that the model ranks relevant publications higher.

Normalized Discounted Cumulative Gain

The nDCG [Wan+13] is a family of ranking measures that employs a discount function
D(r) describing a decreasing function of the rank r of an object. The logarithmic discount

1
log(1+r) is an often applied variation. In Equation 6.4 the discounted cumulative gain is

1The observations are the pairs: (prediction, label).
2The m is used as normalizing coefficient
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depicted where Sn is a dataset and yf
r is the corresponding relevancy to ranked object

xf
r using f as a ranking function. With IDCGD(Sn) = maxf (DCG(f, Sn)) the nDCG

is defined with NDCGD(f, Sn) = DCGD(f,Sn)
IDCG(Sn) . The nDCG allows for degrees of relevancy

instead of a binary measure, considers higher-ranked objects with more importance, and
the normalization enables the comparison of its output between different queries.

DCGD(f, Sn) =
n∑

r=1
yf

r D(r) (6.4)

6.1.2 Benchmark

To measure the quantitative performance of the trained LLMs using different contrastive
learning loss functions, they are evaluated on the SciRepEval benchmark. This specific
benchmark is chosen, as it is aimed at the embedding of scientific publications and it employs
different task formats and datasets. This is important to assess the general applicability
of the embedding models. It consists of 24 tasks across four task formats (classification,
regression, ranking, and search). For each task, the embeddings are created using the
combined title and abstract of a publication. Other formats such as question answering
and generation are not present in SciRepEval.

Classification Tasks

Classifying publications into distinct categories is important for managing and retrieving
documents, as it helps in assigning a publication to a specific topic, assessing its relevance
(spam filtering) and more [COF23; Zha+21]. To evaluate the quality of the generated
embeddings, the benchmark trains a linear support vector classifier3 with the embeddings
as input features, and the performance is measured with the Macro F1-score, except for
the binary Biomimicry task where the Binary F1-score is calculated. In total, they use six
tasks, including Biomimicry,Disease Research State Model (DRSM), Fields of Study (FoS),
Medical Subject Headings (MeSH) Descriptors, SciDocs Microsoft Academic Graph (MAG)
and MeSH. A short description of each task is presented in Table 6.1.

Regression Tasks

To assess the regression performance a linear support vector regression model4 is trained
and the Kendall’s τ rank correlation between ground truth and prediction is reported. The

3https://contrib.scikit-learn.org/lightning/generated/lightning.classification.LinearSVC.html
(accessed: 06.08.2024)

4https://contrib.scikit-learn.org/lightning/generated/lightning.regression.LinearSVR.html
(accessed: 06.08.2024)

https://contrib.scikit-learn.org/lightning/generated/lightning.classification.LinearSVC.html
https://contrib.scikit-learn.org/lightning/generated/lightning.regression.LinearSVR.html
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Table 6.1: SciRepEval - Classification Tasks
Task Name Metric Description
Biomimicry Binary F1 Decision whether publication from the PeTaL

database [Shy+19] is about biomimicry or not
DRSM Macro F1 Assign publications to six specific aspects of rare

diseases
FoS Macro F1 Assign publications to a at most three of their

associated fields-of-study
MeSH
Descriptors

Macro F1 Assign publication to the descriptors in MeSH
forming a hierarchy

SciDocs MAG Macro F1 Assign publication to its predefined topic categories
SciDocs MeSH
Diseases

Macro F1 Assign publication to the descriptors in a subset of
MeSH

regression format enables the assessment of continuous tasks, such as quality or influence
scores. The specific tasks used are described in Table 6.2.

Table 6.2: SciRepEval - Regression Tasks
Task Name Metric Description
Citation count Kendall’s τ Predict number of citations of publications from

2016
h-Index of
Authors

Kendall’s τ Predict maximum h-Index of any authors of a
publication with labels

Peer Review
Score

Kendall’s τ Predict average rating of publication from
OpenReviewAPI metadata

Tweet Mentions Kendall’s τ Predict the number of mentions and retweets of a
publication

Year of
Publication

Kendall’s τ Predict the year of publication

Proximity Tasks

In the proximity task format publications related to a query document are ranked. This is
used in retrieval and recommendation of scientific publications where similar publications
are selected from the embedding space based on a distance measure5. SciRepEval evaluates
embeddings for this format on ten different tasks, which are described in Table 6.3.

5SciRepEval uses the Euclidean distance
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Table 6.3: SciRepEval - Proximity Tasks
Task Name Metric Description
Highly Influential
Citations

MAP Find publications that are highly influential for the
query, which are articles that are cited at least 4
times by the query

Paper-Reviewer
Matching

Precision Find reviewer for a query publication by comparing
the query with multiple articles of the reviewer and
using the highest average similarity score

RELISH nDCG Find relevant publications on PubMed for a query
Same Author
Detection

MAP Find out of three publications the article pair
written by the same author

SciDocs Cite MAP,
nDCG

Find cited publications based on a query publication

SciDocs Co-Cite MAP,
nDCG

Find co-cited publications based on a query
publication

SciDocs Co-read MAP,
nDCG

Find publications that are downloaded together in
one session by a user of an academic search engine

SciDocs Co-view MAP,
nDCG

Find publications viewed together in one session by
a user of an academic search engine

Ad-Hoc Search Tasks

The Ad-Hoc Search is the asymmetric counterpart to proximity where publications are
ranked given a short query sentence instead of a document. Therefore, it is primarily used
to discover publications, similar to a search engine. SciRepEval employs three different
tasks to evaluate this format, depicted in Table 6.4

Table 6.4: SciRepEval - Ad-Hoc Search Tasks
Task Name Metric Description
NFCorpus nDCG Find publications related to nutrition from PubMed
TREC-CoVID nDCG Find literature related to COVID-19
Search nDCG Find publications that are most often selected by

users of the Semantic Scholar platform for a specific
query
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6.2 Evaluation Objective 1: Contrastive Loss

To evaluate Objective 1, the influence of multiple contrastive learning loss functions on the
training of LLMs and the resulting embeddings for scientific publications, the SciBERT
and GTE models are trained on the SPECTER2-base pre-training dataset. The training
with each loss function is repeated three times to estimate variance. An extrinsic evaluation
with the SciRepEval is the primary approach to compare the influence of the loss function
on downstream task performance. To assess differences in the training process itself, the
convergence of the validation loss is shown in Figure 6.1 using the average loss across all
training runs and the standard deviation across the different seeds for each model. It can
be observed that the loss for the GTE model is generally lower than for SciBERT and that
the influence of the pooling strategy is marginal. No overfitting can be seen within the first
epoch of training. The standard deviation for all loss functions is relatively low (Triplet
= 0.0009, InfoNCE = 0.006, CoSENT = 0.004, AnglE = 0.0009). The higher standard
deviation for the InfoNCE loss is most likely due to the fewer number of samples used
within each batch compared to the other loss functions. The loss of a single training run
with the CoSENT loss and the GTE model increased within the initial steps, however,
afterwards it converged with the other training runs resulting in a lower validation loss on
average similar to the other loss functions.

Benchmark Results

With the SciRepEval benchmark, the loss functions and their influence on downstream
task performance are evaluated. In Table 6.5 the results on the different task formats are
listed as the mean and standard deviation across three model and benchmark seeds6. The
best results are highlighted in bold, differences between the loss functions underlined. For
comparison, the results of SciBERT, SPECTER, and SciNCL from Singh et al.7 [Sin+23]
and the GTE model are used as they are trained with a similar contrastive learning objective
and data, or used for the training with the loss functions.
The general-purpose embedding model GTE achieves the best overall performance on
the benchmark due to its performance on the Proximity and the Ad-Hoc Search formats.
Especially, GTE outperforms all non-GTE models by an average of ∼6% on the Ad-Hoc
Search format, which can be attributed to its use of asymmetric tasks during pre-training.
However, when further training GTE for a single epoch, its performance slightly decreases

6The evaluation results on In-Train, Out-of-Train, and SciDocs split are excluded from this section as the
models are not finetuned withe the In-Train data (see Table A.1)

7https://docs.google.com/spreadsheets/d/1JMq-jR4M8KU119cvglUDmMwwzd60Z3vyvn3VqhPn9EY/
view#gid=1450677429 (accessed: 06.08.2024)

https://docs.google.com/spreadsheets/d/1JMq-jR4M8KU119cvglUDmMwwzd60Z3vyvn3VqhPn9EY/view#gid=1450677429
https://docs.google.com/spreadsheets/d/1JMq-jR4M8KU119cvglUDmMwwzd60Z3vyvn3VqhPn9EY/view#gid=1450677429


44 evaluation

(a) Triplet Loss (b) InfoNCE Loss

(c) CoSENT Loss (d) AnglE Loss

Figure 6.1: Contrastive Loss Functions - Validation loss of the training with the GTE
(green) and SciBERT model (orange, blue), which is trained with the CLS
and the average pooling strategy. For each loss function the validation loss is
presented as the average across three random seeds with the standard deviation

on those tasks. For the Classification format, the best results are achieved with the InfoNCE
loss across all models. Yet, it has the worst results on the Regression format, decreasing
performance. In this format, the triplet margin loss attains the most improvement. The
CoSENT loss acquires the highest scores across all trained models on the Proximity format.
The AnglE loss receives the lowest scores in most formats. These results do not show a
clear best loss function with the Triplet Margin Loss and the CoSENT loss sharing the
same best overall score, however, the results indicate differences between the performance
on specific task formats. No consistent difference between the different pooling strategies
could be identified.
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Table 6.5: SciRepEval benchmark results across four task formats of the GTE and SciB-
ERT models trained with the contrastive loss functions reported as the average
and standard deviation of nine runs. The values for SciBERT, SPECTER, and
SciNCL originate from the authors of SciRepEval

Model Classification Regression Proximity Ad-Hoc
Search

Average

SciBERT 63.7 23.2 66.1 68.2 57.2
SPECTER 67.5 22.2 85.8 74.9 67.4
SciNCL 67.8 23.9 87.2 77.4 67.8
GTE 67.2 (±0.0) 20.5 (±1.6) 87.8 (±1.1) 81.9 (±0.0) 68.7 (±0.8)
GTE-avg Triplet 66.2 (±0.2) 21.9 (±2.0) 87.3 (±1.1) 80.4 (±0.0) 68.3 (±0.9)
GTE-avg InfoNCE 67.9 (±0.3) 15.8 (±2.5) 87.4 (±1.1) 80.8 (±0.2) 67.6 (±1.1)
GTE-avg CoSENT 66.5 (±0.5) 21.5 (±1.8) 87.7 (±1.1) 80.5 (±0.2) 68.5 (±1.0)
GTE-avg AnglE 67.7 (±0.1) 17.4 (±1.4) 84.8 (±1.3) 76.8 (±0.1) 66.3 (±0.9)
SciBERT-avg Triplet 66.0 (±0.3) 25.9 (±0.7) 86.8 (±1.1) 76.9 (±0.3) 68.4 (±0.7)
SciBERT-avg InfoNCE 67.5 (±0.4) 14.6 (±2.0) 86.8 (±1.2) 77.3 (±0.2) 66.6 (±1.0)
SciBERT-avg CoSENT 67.0 (±0.3) 22.4 (±2.1) 87.5 (±1.0) 77.2 (±0.2) 68.3 (±1.0)
SciBERT-avg AnglE 66.9 (±0.2) 14.6 (±2.2) 84.9 (±1.3) 73.9 (±0.1) 65.2 (±1.1)
SciBERT-cls Triplet 66.0 (±0.4) 26.3 (±1.0) 86.9 (±1.1) 77.0 (±0.2) 68.6 (±0.8)
SciBERT-cls InfoNCE 67.4 (±0.5) 13.1 (±2.2) 86.9 (±1.1) 76.8 (±0.3) 66.2 (±1.1)
SciBERT-cls CoSENT 66.7 (±0.3) 23.8 (±2.1) 87.3 (±1.1) 76.7 (±0.2) 68.4 (±1.0)
SciBERT-cls AnglE 66.7 (±0.2) 14.1 (±2.2) 85.0 (±1.3) 74.0 (±0.1) 65.1 (±1.0)
Triplet Average 66.1 (±0.1) 24.7 (±2.4) 87.0 (±0.3) 78.1 (±2.0) 68.4 (±0.2)
InfoNCE Average 67.6 (±0.3) 14.5 (±1.4) 87.0 (±0.3) 78.3 (±2.2) 66.8 (±0.7)
CoSENT Average 66.7 (±0.3) 22.6 (±1.2) 87.5 (±0.2) 78.1 (±2.1) 68.4 (±0.1)
AnglE Average 67.1 (±0.5) 15.4 (±1.8) 84.9 (±0.1) 74.9 (±1.6) 65.5 (±0.7)

6.3 Evaluation Objective 2: Continuous Co-Citations

The evaluation of the continuous co-citations signal is separated into the evaluation of the
graph embeddings and the results of the trained LLM on the SciRepEval benchmark.

6.3.1 Graph Embedding

The graph embedding model learns the relation within the citation graph and creates the
continuous co-citation signal. For validation, a hold-out set of 5% of the training data
is used and the metrics (loss, MRR, Hits@1,@10,@50, AUC) are tracked during training.
In total four different configurations are tested including the distance measures cosine
similarity and dot product, as well as the dimensions of the graph embeddings (128, 512,
768). Figure 6.2 shows the validation loss and MRR8. The validation loss has its minimum
value of 10.76 for the model with dim = 512, however, it indicates overfitting for the models

8All other metrics rank similarly to MRR and can be found in Figure A.1
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(a) (b)

Figure 6.2: Graph Embedding Training - Validation loss and MRR for embedding models
trained with distance measure dot product and dimensions 128, 512, and 768,
as well as cosine similarity and dimension 768

with dimensions 512 and 768, whereas MRR still improves. The best results for all metrics
of each model are listed in Table 6.6. The best scores are highlighted in bold. As the model
with dim = 768 and the dot product as distance measure achieved the highest results, its
embeddings are used as the continuous co-citation signal.

Table 6.6: Graph Embedding Models - Validation Metrics
Model Loss ↓ Mean

Rank ↓
MRR ↑ Hits@1 ↑ Hits@10 ↑ Hits@50 ↑ AUC ↑

Cos, dim=768 16.16 16.53 0.41 0.27 0.75 0.97 0.99
Dot, dim=128 11.09 13.87 0.57 0.41 0.89 0.97 0.99
Dot, dim=512 10.76 12.42 0.64 0.48 0.92 0.98 0.99
Dot, dim=768 10.83 12.32 0.65 0.49 0.92 0.98 0.99

6.3.2 Co-Citations

From the graph embeddings, five datasets using different sample difficulties are created and
the SciBERT model trained. The sample difficulties k+ ∈ {25, 200, 500} for positive and
k− ∈ {1000, 3000, 5000} for negative publications are based on the results of SciNCL, to test
if similar sample difficulties can be used for the continuous co-citations. The progression of
the validation loss is shown in Figure 6.3. The curves between the different datasets behave
similarly and it can be observed that the training tends to overfit after the first epoch (550
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Figure 6.3: Co-Citation Training - Validation loss of SciBERT models trained with contin-
uous co-citation datasets with different sample difficulties

steps). Table 6.7 shows the results on the SciRepEval benchmark for models with the lowest
validation loss. The training on the continuous co-citation signal improved performance
in all formats compared to the initial SciBERT model, however, the results are inferior to
the SPECTER, SciNCL, and GTE model in the Proximity and Ad-Hoc Search formats.
Nonetheless, for the sample difficulties k+ = 25, k− = 5000 an improvement of 1.4 and
2.9 could be achieved on the Classification and Regression formats respectively compared
to the best baseline model. On average, it achieved the best performance, similar to the
results of the GTE model, and improved the score of SciNCL by 0.9% while using only 70k
training triplets instead of 684k. This drastically reduces training time (approximately one
hour compared to 50 hours with the SPECTER2-base pre-training dataset (∼6.2 million
triplets).

Table 6.7: SciRepEval benchmark results across four task formats of SciBERT models
trained with the continuous co-citation datasets from different sample difficulties

Model Classification Regression Proximity Ad-Hoc
Search

Average

SciBERT 63.7 23.2 66.1 68.2 57.2
SPECTER 67.5 22.2 85.8 74.9 67.4
SciNCL 67.8 23.9 87.2 77.4 67.8
GTE 67.2 (±0.0) 20.5 (±1.6) 87.8 (±1.1) 81.9 (±0.0) 68.7 (±0.8)
CoCite 25-3000 67.4 (±0.4) 25.5 (±0.6) 85.2 (±1.5) 75.8 (±0.5) 67.9 (±0.9)
CoCite 200-3000 68.4 (±0.7) 26.3 (±0.7) 85.3 (±1.4) 75.4 (±0.4) 68.3 (±1.0)
CoCite 500-3000 69.0 (±0.4) 26.7 (±0.6) 85.0 (±1.5) 74.7 (±0.4) 68.3 (±0.9)
CoCite 25-1000 68.0 (±0.9) 26.0 (±0.7) 85.3 (±1.5) 75.2 (±0.5) 68.1 (±1.1)
CoCite 25-5000 69.2 (±0.6) 26.8 (±0.8) 85.6 (±1.4) 75.5 (±0.3) 68.7 (±0.9)





7 D i s c u s s i o n

This thesis explores different contrastive learning loss functions as well as the development
of a novel approach to generate embeddings of scientific publications and how they can
be evaluated compared to SOTA solutions. Specifically, it addresses two main objectives:
comparing the influence of multiple contrastive learning loss functions on the training of
LLM and their embeddings of scientific publications, and developing an approach that
utilizes a continuous co-citation signal to learn these embeddings.

7.1 Benchmark

To evaluate the models trained for both objectives the SciRepEval benchmark [Sin+23] is
employed. It enables the comparison of the performance of embedding models within the
scientific domain across multiple task formats, ensuring a comprehensive assessment of their
general applicability. However, the benchmark has multiple tasks that focus on biomedical
publications introducing a bias, as tasks related to other fields are underrepresented. For
instance, two of the Classification tasks are concerned with MeSH. Furthermore, the number
of tasks within each format differs, and only for the SciDocs Cite, Co-Cite, Co-View, and
Co-Read tasks multiple metrics are computed. This attributes disproportionately to the
overall benchmark score. These limitations suggest that while the SciRepEval benchmark
is valuable, its validity could be enhanced by incorporating a broader range of tasks from
other domains and employing the same number of metrics for each task, or weighing them
before aggregating an overall score.

7.2 Discussion Objective 1: Contrastive Loss

The results of the first objective (section 6.2) indicate that different contrastive learning
loss functions have varying influence on the performance of LLM and their embeddings,
particularly when applied to the different task formats. For instance, the models trained
using the triplet margin loss yield the best score in the Regression format and the CoSENT
loss in the Proximity format on the SciRepEval benchmark. These findings are consistent
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across both models used in the comparison, suggesting that the final scores are robust
across different initial model weights and that the choice of loss function is an important
factor when optimizing for a specific task format.
Whereas no clear advantage is observed between different pooling strategies, the influence of
the PLM selected for training is significant. Although both the GTE and SciBERT models
yield a similar overall performance score in the benchmark, the GTE model is superior
in the Ad-Hoc Search format whereas SciBERT outperformed in the Regression format.
This highlights the importance of model selection regarding the intended application. To
determine if the results can be replicated with other training datasets, model architectures,
and benchmarks a similar setup with, for instance, a decoder-only Transformer and the
MTEB, which also has different task formats, can be used.
In addition to the benchmark, the convergence of the loss functions during training is
compared using the validation loss. However, the loss functions scale differently and the
lower validation loss of the GTE model does not result in overall better downstream task
performance. Thus, other metrics such as Spearmans’s rank correlation must be tracked
during training to better compare performance gains over time.

7.3 Discussion Objective 2: Continuous Co-Citations

Regarding the second objective, the results show that the continuous sampling strategy
could successfully be transferred from direct to co-citations while also improving overall
performance with a smaller number of training samples thus reducing training time. This
shows that general model performance can be improved without task specific finetuning.
The additional training of a graph embedding model and tuning the sample difficulty adds
to the complexity of this approach [Ost+22]. However, the reduced training time alleviates
this effect and the dataset with samples from the continuous co-citation signal must be
created only once. To further estimate the effectiveness of this approach it can be validated
with other LLM architectures.
A limitation compared to the use of a direct citation signal is the size of the co-citation graph,
which can become very large. Therefore, only a subset of the co-citations is used based on
the query publications present in the SPECTER2-base pre-training data. This changes the
learned graph embeddings, where relations between publications can be lost. The resulting
effects can be investigated in future studies. Also, the co-citation strength is not considered
in the training of the graph embedding model but it could be valuable as it indicates the
degree of how much publications are related to each other. The size of the created dataset
using the continuous co-citation strategy is relatively small, and the observed overfitting
in validation loss indicates that a larger dataset could improve training outcomes. Further,
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with the continuous co-citation signal and data from the Semantic Scholar datasets three
triplets are generated for each query on average. Increasing the number of triplets and,
consequently, the number of negative samples, could enhance model performance [RA23].





8 Conc l u s i o n and Ou t l o o k

This thesis demonstrated the impact different contrastive learning loss functions can have
on the performance of LLMs across various task formats, emphasizing the importance of
selecting an appropriate loss function for specific applications. The results also indicate
that the selection of the PLM is a critical factor in achieving the best performance, with
different models excelling in different task formats.
Moreover, to the insights gained from comparing contrastive learning loss functions, this
thesis introduced a novel approach utilizing a continuous co-citation signal for sampling
training triplets. The results of the trained model show that this approach improves the
overall performance of the embeddings on the SciRepEval benchmark compared to previous
SOTA solutions while also reducing the required training time with a smaller number of
samples needed.
These findings also highlight several areas for future research, including the extension of
the SciRepEval benchmark to incorporate more scientific domains, adjusting the influence
of different tasks, and providing tasks with full-text documents for the evaluation of models
with a larger context sizes.
The comparison of contrastive learning loss functions could be conducted within a different
setting, utilizing other training data, models, and benchmarks to replicate the results. If
similar results are found training methods that consistently increase the performance on
diverse tasks formats could be investigated.
As a subset of the co-citation graph was used to generate the training triplets, the impact of
different sized graphs as input to the graph embedding model could be analyzed. Similarly,
the number of training triplets and the total size of the resulting dataset can be evaluated,
decreasing the size for even faster training or increasing it to potentially improve overall
performance. Further, the direct and co-citation signals could be combined for a more
diverse sampling signal. Other approaches could also use the co-citation strength and
extend the co-citations with Citation Proximity Analysis, where publications that are cited
together in close proximity indicate a stronger relation.
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Table A.1: SciRepEval benchmark results across In-Train, Out-of-Train, and SciDocs task
splits for GTE and SciBERT models trained with different contrastive loss func-
tions and the continuous co-citation datasets with different sample difficulties.
Reported as the average and standard deviation of nine runs. The results show
that the best performance could be achieved with the continuous co-citation
approach and a sample difficulty of k+ = 25, k− = 5000. In the SciDocs cate-
gory, the GTE model trained with the CoSENT loss achieves the best results.

Model In-Train Out-of-
Train

SciDocs Average

SciBERT 51.5 47.4 69.0 57.2
SPECTER 54.7 51.3 89.1 67.4
SciNCL 55.6 52.6 90.8 67.8
GTE-base 55.4 (±0.4) 52.4 (±0.7) 91.0 (±1.2) 68.7 (±0.8)
GTE-avg Triplet 55.2 (±0.5) 51.5 (±1.0) 91.0 (±1.2) 68.3 (±0.9)
GTE-avg InfoNCE 52.8 (±0.7) 51.4 (±1.3) 91.0 (±1.2) 67.6 (±1.1)
GTE-avg CoSENT 55.3 (±0.5) 51.8 (±1.1) 91.1 (±1.2) 68.5 (±1.0)
GTE-avg AnglE 52.6 (±0.3) 49.9 (±0.8) 89.0 (±1.4) 66.3 (±0.9)
SciBERT-avg Triplet 55.7 (±0.3) 52.2 (±0.5) 90.3 (±1.3) 68.4 (±0.7)
SciBERT-avg InfoNCE 51.4 (±0.7) 50.3 (±1.0) 90.2 (±1.3) 66.6 (±1.0)
SciBERT-avg CoSENT 54.8 (±0.9) 51.9 (±0.8) 90.8 (±1.2) 68.3 (±1.0)
SciBERT-avg AnglE 50.5 (±0.5) 48.5 (±1.1) 88.8 (±1.5) 65.2 (±1.1)
SciBERT-cls Triplet 55.9 (±0.2) 52.5 (±0.8) 90.3 (±1.3) 68.6 (±0.8)
SciBERT-cls InfoNCE 51.0 (±0.7) 49.5 (±1.2) 90.3 (±1.3) 66.2 (±1.1)
SciBERT-cls CoSENT 54.8 (±1.0) 52.4 (±0.6) 90.7 (±1.2) 68.4 (±1.0)
SciBERT-cls AnglE 50.1 (±0.6) 48.5 (±0.9) 88.9 (±1.4) 65.1 (±1.0)
CoCite 25-3000 55.8 (±0.4) 52.4 (±0.6) 88.7 (±1.6) 67.9 (±0.9)
CoCite 200-3000 56.1 (±0.5) 53.1 (±0.6) 88.9 (±1.6) 68.3 (±1.0)
CoCite 500-3000 56.1 (±0.3) 53.3 (±0.6) 88.8 (±1.6) 68.3 (±0.9)
CoCite 25-1000 55.9 (±0.5) 52.8 (±0.9) 88.8 (±1.7) 68.1 (±1.1)
CoCite 25-5000 56.6 (±0.3) 53.5 (±0.7) 89.3 (±1.5) 68.7 (±0.9)
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(a) Hits@1 (b) Hits@10

(c) Hits@50 (d) AUC

Figure A.1: Graph-Embedding - Validation metrics Hits@k and AUC of the training for
embedding models trained with distance measure dot product and dimensions
128, 512, and 768, as well as cosine similarity and dimension 768. The curves
show a similar ranking of model performance across metrics, where embedding
models trained with smaller embedding sizes or cosine similarity converge
slower. Hits@1 and Hits@10 show that the embedding model trained with dot
product and dimension 768 achieves the best performance, while Hits@50 and
AUC metrics show less difference between all models, converging with perfect
performance.
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