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The Two Tank System

[Stursberg, Kowalewski, Hoffmann, and Preußig, 1997]

$k_1 = 0.75, k_2 = 1, k_3 = 0.5, k_4 = 1$

For $x_2 > k_3$:

\[
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{pmatrix} = \begin{pmatrix}
k_1 - k_2 \sqrt{x_1 - x_2 + k_3} \\
k_2 \sqrt{x_1 - x_2 + k_3} - k_4 \sqrt{x_2}
\end{pmatrix}
\]

For $x_2 \leq k_3$:

\[
\begin{pmatrix}
\dot{x}_1 \\
\dot{x}_2
\end{pmatrix} = \begin{pmatrix}
k_1 - k_2 \sqrt{x_1} \\
k_2 \sqrt{x_1} - k_4 \sqrt{x_2}
\end{pmatrix}
\]
Simulated Dynamics

\[ x_1 + k_3 < x_2 \]
Characteristics of Hybrid Systems

➤ **Continuous dynamics** often described by ordinary differential equations (ODEs)

➤ Discrete components often described by **modes** of an automaton

➤ Active discrete mode governs continuous dynamics

➤ Change of continuous components may trigger mode switches (**guards** and **jumps**)

➤ Mode switches may change continuous components abruptly (**actions**)

➤ Traditional formal model: **Hybrid Automata**
Bounded Model Checking

[Biere, Cimatti, Clarke, and Zhu, 1999], [Audemard, Bozzano, Cimatti, and Sebastiani, 2005], [Fränzle and Herde, 2005]

Model-checking question:
Can the system reach an unsafe state within $k$ (discrete or continuous) transition steps?
Bounded Model Checking and Constraint Solving

[Audemard, Bozzano, Cimatti, and Sebastiani, 2005], [Fränzle and Herde, 2005], [Eggers, Fränzle, and Herde, 2008]

Bounded Model Checking (BMC):

Are there any trajectories leading from an initial to an unsafe state in $k$ steps?

\[
\begin{align*}
\text{Heat off} & : d \vartheta_i / dt = -0.1 \cdot (\vartheta_i - \vartheta_o) \\
& \quad d c / dt = -0.05 \cdot c \\
& \quad \vartheta_i \geq 19 \land c \geq 0.04
\end{align*}
\]

\[
\begin{align*}
\text{Heat on} & : d \vartheta_i / dt = 0.2 \cdot (35 - \vartheta_i) \\
& \quad -0.1 \cdot (\vartheta_i - \vartheta_o) \\
& \quad d c / dt = 0.01 - 0.05 \cdot c \\
& \quad \vartheta_i \leq 21
\end{align*}
\]

\[
\begin{align*}
\vartheta_i \in [19, 25] \\
c = 0
\end{align*}
\]

\[
\begin{align*}
\text{init} = & \quad -10 \leq \vartheta_o \leq 20 \land c = 0 \\
& \quad \land \left( 19 \leq \vartheta_i \leq 25 \land \neg \text{on} \right) \\
\text{trans} = & \quad (\neg \text{on} \land \text{on}' \land \vartheta_i \leq 19 \land c \leq 0.04) \\
& \quad \land \vartheta_i' = \vartheta_i \land \vartheta_o' = \vartheta_o \land c' = c) \\
& \quad \lor (\text{on} \land \neg \text{on}' \land \vartheta_i \geq 21) \\
& \quad \land \vartheta_i' = \vartheta_i \land \vartheta_o' = \vartheta_o \land c' = c) \\
& \quad \lor (\neg \text{on} \land \neg \text{on}') \\
& \quad \land \frac{d \vartheta_i}{dt} = -0.1(\vartheta_i - \vartheta_o) \\
& \quad \land \frac{dc}{dt} = -0.05c \\
& \quad \land (\vartheta_i' \geq 19 \land c' \geq 0.04) \land \vartheta_o' = \vartheta_o) \\
& \quad \lor (\text{on} \land \text{on}') \\
& \quad \land \frac{d \vartheta_i}{dt} = 0.2 \cdot 35 - 0.3 \vartheta_i + 0.1 \vartheta_o \\
& \quad \land \frac{dc}{dt} = 0.01 - 0.05c \\
& \quad \land \vartheta_i' \leq 21 \land \vartheta_o' = \vartheta_o)
\end{align*}
\]

\[
\begin{align*}
target = & \quad (c > 0.1)
\end{align*}
\]
Bounded Model Checking and Constraint Solving

Bounded Model Checking (BMC): Check satisfiability of SMT formula

\[ \Phi_k := init[0] \land trans[0, 1] \land \cdots \land trans[k - 1, k] \land target[k] \]
Satisfiability Modulo ODE

- **Boolean-, real-, and integer-valued variables** with bounded domains
- **Quantifier-free Boolean combination of**
  - Simple bounds, e.g. \( x \leq 3.2 \)
  - Arithmetic constraints, e.g. \( z = \sin(y) \)
  - Sufficiently smooth, time invariant **ordinary differential equations** (ODEs), e.g. \( \dot{x} = 2.4 \cdot x - y^2 \)
- Bounded Model Checking (BMC) formula structure:
  \[
  \Phi = init[0] \land trans[0, 1] \land \cdots \land trans[k-1, k] \land target[k]
  \]
- ODEs only in transition system

**Goal:** Find a satisfying valuation for \( \Phi \) or prove its unsatisfiability.
Satisfiability of SAT Modulo ODE Formulae

- Point-valued satisfaction: standard for arithmetic constraints and simple bounds, e.g. point \((x = 6, y = 3)\) satisfies \(x = 2y\)

- Definitionally-closed systems of ODEs, e.g. \(\dot{x} = -y, \dot{y} = x\) satisfied by valuation \(((x_1 = 1, y_1 = 0), (x_2 = 0, y_2 = -1), \text{delta time} = \pi/2)\) with \((x_1, y_1), (x_2, y_2)\) successive BMC instances of \((x, y)\) and duration \text{delta time}: 

![Graph showing the solution to the ODE system](image)

\((x_1, y_1)\) and \((x_2, y_2)\) points on the graph, with \(\text{delta time} = \pi/2\)
The Core iSAT Algorithm

Generalization of DPLL/CDCL solving manipulating interval bounds

\[ x \in [3, 7], \ y \in [-2, 25] \]

Deductions:

prune off definite non-solutions

- Unit propagation:
  \[ \cdots \land (x > 8 \lor y = x^2) \land \cdots \]
- Interval constraint propagation:

\[
\begin{align*}
  y &= x^2 \land x \geq 3 \Rightarrow y \geq 9 \\
  y &= x^2 \land y \leq 25 \Rightarrow x \leq 5
\end{align*}
\]

Decisions:

Split interval (e.g. at its midpoint), propagate resulting bound

Conflict-driven Learning:

- Deduction can yield empty box
- Learn reasons from implication graph (conflict clause)
- Jump back undoing decisions

Termination:

Stop search when

- unresolvable conflict is found or
- reasonably small conflict-free box found

Use optimizations from propositional SAT (backjumps, two-watched literal scheme, isomorphy inference, restarts, \ldots)
ODE Enclosures as Propagators
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ODE Enclosure Problem

Given a system of (sufficiently-smooth, first order, time-invariant, Lipschitz-continuous) ordinary differential equations (ODEs), we want to \textbf{enclose all trajectories} emerging from a set of starting points over a limited temporal horizon.

\[
\frac{d\vec{x}}{dt}(t) = \vec{f}(\vec{x}(t)), \quad \vec{x}(0) \in \left[\begin{array}{c} x_1(0), x_1(0) \\ \vdots \\ x_n(0), x_n(0) \end{array}\right]
\]

Safely enclose all \(\vec{x}(t)\) over \(t \in [0, \text{horizon}]\).

- Use VNODE-LP to obtain such enclosures.
Beyond Taylor Series: VNODE-LP

[Nedialkov and Jackson, 1999], [Nedialkov, Jackson, and Pryce, 2001], [Nedialkov, 2006]

- **Hermite-Obreschkoff method**: generalization of Taylor series
- **VNODE-LP**:
  - Use **High-Order Enclosure (HOE)** to obtain a-priori enclosure of ODE
  - Use Interval Taylor Series (ITS) with coordinate transformation and QR-method as **predictor**
  - Use Interval Hermite-Obreschkoff (IHO) method as **corrector**
- IHO allows **larger stepsize** than ITS (ITS becomes numerically unstable for smaller stepsizes than IHO)
- **Local error** for nonlinear ODEs **much lower** for IHO than for ITS
Beyond Taylor Series: VNODE-LP

[Nedialkov and Jackson, 1999], [Nedialkov, Jackson, and Pryce, 2001], [Nedialkov, 2006]

- **Hermite-Obreschkoff method**: generalization of Taylor series
- **VNODE-LP:**
  - Use **High-Order Enclosure (HOE)** to obtain a-priori enclosure of ODE
  - Use **Interval Taylor Series (ITS)** with coordinate transformation and QR-method as predictor
  - Use Interval Hermite-Obreschkoff (IHO) method as **corrector**
- IHO allows **larger stepsize** than ITS (ITS becomes numerically unstable for smaller stepsizes than IHO)
- **Local error** for nonlinear ODEs **much lower** for IHO than for ITS
Use Interval Taylor Series (ITS) with coordinate transformation and QR-method as **predictor**

- Truncated Taylor series for midpoint of enclosure
- Enclosure of the Lagrange remainder term over a-priori enclosure
- Taylor coefficients for the variational equation (computing effect on parallelepiped and QR-orthogonalized representations)
- Computed using Automatic Differentiation

When extracting all components, can scale them for arbitrary interval subrange of the computed step

⇒ Get a more efficient way to compute refined enclosures for substeps: requires only scaling of stepsize and recomputing ITS, i.e. no need to:

- reinitialize solver
- recompute a-priori enclosure
- recompute derivatives
- recompute coordinate transformations, and
- recompute IHO
Efficiently Refine the VNODE-LP Enclosures

- Use Interval Taylor Series (ITS) with coordinate transformation and QR-method as **predictor**
  - Truncated Taylor series for midpoint of enclosure
  - Enclosure of the Lagrange remainder term over a-priori enclosure
  - Taylor coefficients for the variational equation (computing effect on parallelepiped and QR-orthogonalized representations)
  - Computed using Automatic Differentiation

- When extracting all components, can scale them for arbitrary interval subrange of the computed step

⇒ Get a more efficient way to compute refined enclosures for substeps: requires only scaling of stepsize and recomputing ITS, i.e. no need to:
  - reinitialize solver
  - recompute a-priori enclosure
  - recompute derivatives
  - recompute coordinate transformations, and
  - recompute IHO
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Bracketing Systems

[Ramdani, Meslem, and Candau, 2009], [Eggers, Ramdani, Nedialkov, and Fränzle, 2011]

- Direct VNODE-LP enclosures may diverge quickly for large initial domains
- Evaluate signs of partial derivatives of ODE’s right-hand side over current enclosure
- If all relevant entries each strictly positive / negative, proceed
- Using Müller’s theorem, generate a bracketing system: replace original variables by upper and lower bracketing variables depending on signs in Jacobian [Müller, 1927]
- Enclose bracketing system using VNODE-LP: twice the dimensionality but point-valued initial conditions
- Re-evaluate Jacobian, check validity of signs (a-posteriori validation)
Comparison: Direct vs. Bracketing

\[ \dot{x} = -p_4 x - \frac{p_1 x}{1 + p_2 y} + p_3 y + 0.1 \]

\[ \dot{y} = p_4 x - p_3 y \]

\( x(0) \in [1, 1.2], \quad y(0) \in [0.8, 1], \quad p_1 \in [0.8, 1], \quad p_2 \in [1.0, 1.2], \quad p_3 \in [0.3, 0.5], \quad \text{and} \quad p_4 \in [0.20, 0.25]. \)
Comparison: Direct vs. Bracketing

\[ x \text{ dimension of } \dot{x} = y, \dot{y} = -x, \]
\[ x(0), y(0) \in [1, 2]. \]

▷ Complementary strengths

\[ \Rightarrow \text{iSAT-ODE: Intersect both enclosures for tighter result.} \]
Combining Direct and Bracketing Methods

Initially:

- Compute direct step if possible $\rightarrow t_{dir}$
- Compute bracketing step if possible $\rightarrow t_{br}$

Always re-evaluate stored Taylor Series for entire interval to get better enclosure than a-priori bounds.

Iteratively:

- Intersect direct and bracketing enclosures up to $\min(t_{dir}, t_{br})$
  - If entirely outside flow invariant: stop enclosure
  - If entirely inside flow invariant: continue with next step
  - If partially outside: try to find out whether and when flow invariant is left
- Compute step with the method whose enclosure lags behind
Detect Empty Intersection with Flow Invariant

outside flow invariant
Detect Empty Intersection with Flow Invariant

outside flow invariant
Detect Empty Intersection with Flow Invariant

outside flow invariant
Detect Empty Intersection with Flow Invariant

Intersect enclosure with flow invariant.
Detect Empty Intersection with Flow Invariant

outside flow invariant

Compute slope on intersection
Detect Empty Intersection with Flow Invariant

outside flow invariant
Detect Empty Intersection with Flow Invariant
First enclosure always contains switching surface, no matter how much refinement is done.

Solver cannot exclude possibility of another switch.
Deducing Trajectory Directions

\[ \dot{x} = 1 \quad \text{if } x \geq 5 \]

\[ \dot{x} = 1 \quad \text{if } x \leq 5 \]

\[ x = 5 \]

\[ x = 0 \]

\[ (A, x = 0, t = 0), (A, x = 5, t = 5), \]

\[ (B, x = 5, t = 5), (A, x = 5, t = 5), \ldots \]

- \( x = 5 \) included even in tightest possible enclosure after switch
- Can thus oscillate between modes \( A \) and \( B \)
- Problematic when trying to enforce time progress (hinders time-bounded trajectories from becoming step-bounded)
- Solution: deduce direction of trajectory at its beginning, here, e.g. \( \text{delta}_\text{time} > 0 \land \text{delta}_\text{time} \leq \tau \Rightarrow x' > x \)
- In general: evaluate ODE’s right-hand side over prefix of trajectory, e.g. as long as strictly positive: variable grows
Learning ODE Deductions

- ODE enclosures **very expensive** compared to simple interval constraint propagations
- **Preserve** once-learnt facts from deletion during backjumps (similar to learning conflict clauses [Marques-Silva and Sakallah, 1996])
- Learn deduced facts for all **isomorphic instances** (constraints replication [Shtrichman, 2000])
- Two main ingredients:
  - iSAT core: **learn new clauses** during search (multiple at once, not necessarily conflicts, potentially introducing new variables to safely represent constants)
  - ODE layer: **recognize** enclosure requests that have already been answered (or can be subsumed under previously answered requests)
- Additionally: store limited number of VNODE’s **intermediate results** for reuse, when partial request is detected (e.g. compatible initial box but tighter delta time range)
Bounded reachability

\[ x_1 + k_3 < x_2 \]
Bounded reachability

- **E cannot be reached from D** in $k$ steps of at most 10 time units length each and within at most 100 time units in total.
Two Tanks: Stabilization into Region

$A$

$x_1 + k_3 < x_2$
Two Tanks: Stabilization into Region

[Podelski and Wagner, 2007], [Eggers, Ramdani, Nedialkov, and Fränzle, 2011]

Prove: all trajectories starting in $A$ stay in $A$ for $t = [\tau, 2\tau]$

- **Time-bounded** property
- Enforce **time progress** in each transition step
- **Step-bounded** property
- Target: have not reached $2\tau$ or have left $A$ within $[\tau, 2\tau]$
- When unsatisfiable, have **inductive proof for \( \infty \)-trajectories** (time invariance)
Two Tanks: Stabilization into Region

[Podelski and Wagner, 2007], [Eggers, Ramdani, Nedialkov, and Fränzle, 2011]

Solver results ($\tau = 5$) and runtimes in seconds (2.4 GHz AMD Opteron):

<table>
<thead>
<tr>
<th>depth</th>
<th>old</th>
<th>new</th>
<th>o/n</th>
<th>old</th>
<th>new</th>
<th>o/n</th>
<th>old</th>
<th>new</th>
<th>o/n</th>
<th>old</th>
<th>new</th>
<th>o/n</th>
<th>old</th>
<th>new</th>
<th>o/n</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>unknown, 111.9</td>
<td>unknown, 149.2</td>
<td>0.75</td>
<td>unknown, 42.0</td>
<td>unknown, 4.7</td>
<td>0.01</td>
<td>unknown, 61.5</td>
<td>unknown, 94.0</td>
<td>0.65</td>
<td>unknown, 111.5</td>
<td>unknown, 146.7</td>
<td>0.76</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>unknown, 467.5</td>
<td>unknown, 157.9</td>
<td>2.96</td>
<td>unknown, 981.0</td>
<td>unknown, 451.0</td>
<td>2.18</td>
<td>unknown, 346.3</td>
<td>unknown, 102.9</td>
<td>3.36</td>
<td>unknown, 342.0</td>
<td>unknown, 39.7</td>
<td>8.61</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>unsat, 674.0</td>
<td>unsat, 147.8</td>
<td>4.56</td>
<td>unsat, 501.6</td>
<td>unsat, 196.9</td>
<td>25.45</td>
<td>unsat, 404.2</td>
<td>unsat, 96.5</td>
<td>4.19</td>
<td>unknown, 478.8</td>
<td>unknown, 126.0</td>
<td>3.80</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>unsat, 812.1</td>
<td>unsat, 237.2</td>
<td>3.42</td>
<td>unsat, 1995.1</td>
<td>unsat, 706.4</td>
<td>2.82</td>
<td>unsat, 499.1</td>
<td>unsat, 92.4</td>
<td>5.40</td>
<td>unknown, 547.5</td>
<td>unknown, 196.0</td>
<td>2.79</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>unsat, 986.0</td>
<td>unsat, 270.3</td>
<td>3.65</td>
<td>unsat, 2431.7</td>
<td>unsat, 276.1</td>
<td>8.81</td>
<td>unsat, 601.1</td>
<td>unsat, 125.9</td>
<td>4.77</td>
<td>unknown, 682.4</td>
<td>unknown, 243.7</td>
<td>2.80</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>unsat, 1126.1</td>
<td>unsat, 227.2</td>
<td>4.96</td>
<td>unsat, 3303.4</td>
<td>unsat, 466.7</td>
<td>7.08</td>
<td>unsat, 705.0</td>
<td>unsat, 227.3</td>
<td>3.10</td>
<td>unknown, 834.2</td>
<td>unknown, 191.7</td>
<td>4.35</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>unsat, 1277.2</td>
<td>unsat, 254.8</td>
<td>5.01</td>
<td>unsat, 2486.8</td>
<td>unsat, 224.7</td>
<td>11.07</td>
<td>unsat, 803.6</td>
<td>unsat, 143.2</td>
<td>5.61</td>
<td>unknown, 982.5</td>
<td>unknown, 328.6</td>
<td>2.99</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>unsat, 1451.4</td>
<td>unsat, 279.4</td>
<td>5.20</td>
<td>unsat, 5273.3</td>
<td>unsat, 406.5</td>
<td>12.97</td>
<td>unsat, 890.8</td>
<td>unsat, 159.6</td>
<td>5.58</td>
<td>unknown, 1115.7</td>
<td>unknown, 434.1</td>
<td>2.57</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>unsat, 1584.6</td>
<td>unsat, 328.2</td>
<td>4.83</td>
<td>unsat, 4905.2</td>
<td>unsat, 444.0</td>
<td>11.05</td>
<td>unsat, 966.5</td>
<td>unsat, 151.5</td>
<td>6.38</td>
<td>unknown, 1235.8</td>
<td>unknown, 1203.0</td>
<td>1.03</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>unsat, 1706.6</td>
<td>unsat, 312.2</td>
<td>5.47</td>
<td>unsat, 6396.1</td>
<td>unsat, 430.7</td>
<td>14.85</td>
<td>unsat, 1053.2</td>
<td>unsat, 152.2</td>
<td>6.92</td>
<td>unknown, 1356.0</td>
<td>unknown, 807.6</td>
<td>1.68</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **Direction deduction essential** for this kind of proof
- **Bracketing system with direction deduction performs best**
Impact on the solver runtimes for three instances of stabilization proofs for the two tank system (unwinding depths 1–10, four settings each).

Speedups in 114 / 120 instances
Conclusions & Future Work

- Use of **flow invariants** to stop enclosures when all trajectories have left admissible region
  - Currently confined to box-shaped invariants
  - Currently not trying to compute enclosures for intersections with flow invariant
- Improved **caching** (not detailed here): decision tree structure to accelerate finding previously-answered queries
- **Extraction of Taylor Coefficients** from VNODE-LP to reduce computational cost of substep enclosures
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