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1. Introduction

Precisely 40 years ago, the very �rst paper { to our knowledge { on record values

and record times appeared by Chandler (1952). Since then, a vast literature on the

topic has emerged; see e.g. the latest survey paper by Nevzorov (1988). Among all of

these the pioneering paper surely was the one by R�enyi (1962) which established the

surprising fact that the record indices of an i.i.d. sequence are independent (although

this result is already contained in Dwass (1960), as is pointed out in Galambos (1987),

p. 357, and Resnick (1987), p. 163). Generalizations to k{records are due to Ignatov's

Theorem (cf. Resnick (1987), Chapter 4.6, or the review of Nagaraja (1988)). An ele-

mentary approach to the record index problem (for the i.i.d. case) is given in Pfanzagl

(1991). To be more precise, let X1; : : : ; Xn be arbitrary real{valued random variables

(r.v.'s), and denote Xk = maxj�kXj. The random variables

Ij =

�
1 if Xj > Xj�1,

0 otherwise,
; j � 2; and I1 = 1;

are called record indices for the random vector X = (X1; : : : ; Xn). The corresponding

record times are the successive stopping times for I1; : : : ; In, i.e. the instants �k at

which I�k = 1. The probabilistic structure of record times in the case of in�nite

1) Supported by the Alexander von Humboldt Foundation
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i.i.d. sequences has been investigated by several authors, using di�erent techniques,

such as Deheuvels (1983), Galambos and Seneta (1975), Gut (1990), Pfeifer (1985,

1986), Pfeifer and Zhang (1989), among others. Vervaat's (1973) paper considers, in

particular, the case of discrete random variables fXkg. In most of these papers, the

independence of record indices as stated by R�enyi or, equivalently, the CITP structure

(conditionally invariant transition probabilities) of the Markov chain of record times

plays a central role. The same structure was also discovered in more complicated

situations, �rst by Yang (1975), and later by Ballerini and Resnick (1985, 1987) and

Nevzorov (see his 1988 survey paper). Since in the general case of independent r.v.'s

the sequence of record times may become defective, it is surely more convenient to

deal with the record indices instead, which will always exist as a proper sequence if X

is in�nite.

The independence of record indices also is an essential prerequisite for a suitable

Poisson approximation of the number of records in n observations, i.e.
P

n

j=1 Ij . Ap-

plications of this approximation in connection with the so{called secretary problem

and searching strategies in computer science are given, for example, in Pfeifer (1989,

1991).

Therefore, an essential problem is to characterize conditions under which record

indices for independent, but otherwise arbitrary random variables are independent.

However, in the general case, the character of dependence between record indices

is very complicated and diÆcult to describe. The present paper deals with some

properties of the joint distribution of the record indices as well.

2. Characterization of the case of independent record indices

The �rst deep result on the distribution of record indices is seemingly the above{

mentioned theorem by R�enyi (1962), which states that, if X1; : : : ; Xn are i.i.d.r.v.'s

with continuous distribution function, then I1; : : : ; In are independent Bernoulli r.v.'s

with success probabilities

pk = P(Ik = 1) = k�1; k = 1; : : : ; n:

On the other hand, in the case of non-identically independently distributed Xi's, the

record indices need not to be independent (for more comments and references, see the

survey paper by Nevzorov (1988)).

In Yang (1975), it was observed that, if we start with an i.i.d. sequence and

form a new sequence, consisting of maxima of the original Xi's over non-overlapping

segments of the original sequence, then the record indices for the new sequence will

be independent too. Later, in a generalization of this scheme, Nevzorov proved the

following result.
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Theorem 1. Let X1; : : : ; Xn be independent r.v.'s, Fj(x) = P(Xj < x) be their

distribution functions, and suppose that

Fj(x) = F�j (x); x 2 R; �j > 0; j = 1; : : : ; n;

where F is a �xed continuous distribution function.
(1)

Then I1; : : : ; In are independent r.v.'s with pk = �k

.X
j�k

�j :

We give a new proof of this result which uses, in fact, the following lemma de-

scribing to some extent general relations between probabilities pk and �k, where

�k = �k;n = P(Mn = k)

is the probability of having the maximum of X1; : : : ; Xn on the kth position �rst, with

Mj = minfk � j : Xk = Xjg

being the �rst index of the maximum of X1; : : : ; Xj. Note that
X
k�n

�k = 1, since

always Mn � n.

Lemma 1. Let X1; : : : ; Xn be arbitrary r.v.'s. If, for some k � n, the events fIk = 1g

and fIk+1 = Ik+2 = : : : = In = 0g are independent, then, for this k,

pk := P(Ik = 1) =
�kX

j�k

�j
; if

X
j�k

�j > 0: (2)

Proof. Clearly, fIj = 1g = fMj = jg for all j = 1; : : : ; n, and hence

�k =P(Mn = k) = P(Ik = 1; Ik+1 = : : : = In = 0) =

= P(Ik = 1) P(Ik+1 = : : : = In = 0) = P(Ik = 1) P(Mn � k) = pk
X
j�k

�j ;

which proves Lemma 1.

Note again that there are no assumptions on continuity of distribution functions

in Lemma 1.

Proof of Theorem 1, in three steps:

(i) Case �j � 1. This is just R�enyi's (1962) famous result. Here independence of Ij
follows immediately from the fact that order statistics and ranks are independent

of each other in the i.i.d. case, and the values of pk are obvious from Lemma 1

(�k = n�1 � �k=n by symmetry).

(ii) Case �j = aj=m; aj and m are integers, j = 1; : : : ; n. Here without loss of

generality we may assume that

X1 = max(Y1; : : : ; Ya1); X2 = max(Ya1+1; : : : ; Ya1+a2); : : : ;
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where the Yi are i.i.d. r.v.'s with common distribution function F 1=m (cf. Yang

(1975)). Clearly,

I1 = max(J1; : : : ; Ja1); I2 = max(Ja1+1; : : : ; Ja1+a2); : : : ;

where the Jk are the record indices for Y1; : : : ; YN with N = a1 + : : : + an.

Independence of the Ii is now obvious from that of the Jk (see (i)), with �k =

ak=N = �km=N .

(iii) General case. Here we just use the limit passage in (ii): let am;j = b�jmc (b�c

denoting integer part), then �m;j := am;j=m! �j asm!1, and F�m;j ! F�j :

Suppose that Xm;1; : : : ; Xm;n are independent r.v.'s with distribution functions

F�m;1 ; : : : ; F�m;n . Then the joint distribution of (Xm;1; : : : ; Xm;n) converges

weakly to that of (X1; : : : ; Xn), and the assertion of Theorem 1 follows from

(ii) and the continuity of F (which implies that the boundary of any of the sets

fI1 = Æ1; : : : ; In = Æng; Æj = 0 or 1, is a null{set with respect to the distribution

of (X1; : : : ; Xn)).

Now, in view of Theorem 1, there arises a natural question, whether the inde-

pendence of I1; : : : ; In implies (1). The answer is, in general, negative; however, the

following partial characterization was given by Nevzorov (for details and references

see his survey).

Theorem 2. Let the r.v.'s X1; : : : ; Xn be independent and their distribution func-

tions Fj have densities fj with
Q

n

j=1 fj(x) 6= 0; x 2 (�; �); for some �1 � � < � �

1. If, for any r.v. Xn+1, which is independent of X1; : : : ; Xn and has an arbitrary

density, In+1 and (I1; : : : ; In) are independent, then (1) holds true.

Remark 1. In fact, the proof of Theorem 2 implicitly makes use of the following

property:

Ij and Xj are independent; j � n; (3)

which follows from the conditions of this theorem. Note also that under the assump-

tions of Theorem 1 property (3) is obvious. Indeed, for any x,

P(Xj < x; Ij = 1) =

xZ
�1

2
4Y
k<j

Fk(y)

3
5 dFj(y) =

=
�j

a(j)
F a(j)(x) = pjP(Xj < x); a(j) =

X
k�j

�j :

(4)

Moreover, it is worth noting that the independence of I1; : : : ; In follows readily from

this property, for Ij+1; : : : ; In are functions of (Xj ; Xj+1; : : : ; Xn) alone, and hence,

from the independence of X1; : : : ; Xn, we immediately see that Ij is independent of

(Ij+1; : : : ; In). Therefore, I1; : : : ; In are completely independent. Below we shall see

that just this property (3) is characteristic for the case (1), when X1; : : : ; Xn are

independent.
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To formulate our result, we �rst introduce several notations. Let

Dk = fx : �Fk(x) > 0g; �F (x) = F (x+ 0)� F (x);

be the set of all atoms of Fk, and let

Wj = fx : Hj(x+ 0) > 0g = fx : P(Xj�1 � x) > 0g;

where Hj(x) = P(Xj�1 < x) =
Y
k<j

Fk(x), j > 1. We shall use the following condition

[Dj ] : Dk \Dj \Wj = ; for all k < j:

Theorem 3. Let X1; : : : ; Xn be independent r.v.'s. Then relation (1) is ful�lled if

and only if condition [Dj ] holds for some j > 1 and, for all j = 1; : : : ; n, the r.v.'s Ij
and Xj are independent with 0 < pj < 1.

Remark 2. Note that no continuity of Fj is required. Condition [Dj ] is essential for

(1), as is shown by the following example. Let

X1 =

�
1 with probability 1� p,

0 with probability p,
0 < p < 1; X2 � 1:

Then I1; I2 and X2 are independent, p2 = p, but (1) does not hold. Note also that

condition [Dj ] will obviously be satis�ed, if Fj is continuous (in this case, Dj = ;).

Now turn to the more general case, when one can also have pj = 0 or 1. Denote

m1 = 1; mi+1 = minfk > mi : pk = 1g;

�i = fj : mi � j < mi+1g; ��i = fj 2 �i : 0 < pj < 1g:

It is clear that pmi
= 1 implies, together with independence of fXjg, the independence

of the record sequences on di�erent �i, so that the sequences fIj ; j 2 �ig; i =

1; 2; : : : ; are independent, and it is easy to see that

fx : Hmi
< 1g \ fx : Fmi

(x+ 0) > 0g = ;:

Therefore we have from our Theorem 3 the following

Corollary 1. Let X1; X2; : : : be independent r.v.'s. If, for some i � 1, Ij and Xj are

independent of each other for all j 2 �i (or �
�
i
), and [Dj ] holds for some j 2 ��

i
6= ;,

then

Fj(x) = F�j
mi
(x); j 2 ��

i
;

and Fmi
is continuous, whereas

Fj(xmi
+ 0) = 1; j 2 �in�

�
i ;

where xmi
= inffx : Fmi

(x) > 0g: Moreover, Fj(xmi
) = 1; j < mi:
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Proof of Theorem 3. By Theorem 1 and Remark 1, it remains only to prove that if

[Dj ] holds for some j > 1, and Ij and Xj are independent for all j > 1, then (1) is

ful�lled.

Denote yj = infWj ; xj = inffx : Fj(x) > 0g: We show now that yj = xj .

Similary to (4), we have, by the independence of Ij and Xj , that

Lj(x) :=

xZ
�1

Hj(y) dFj(y) = pjHj(x)Fj(x) =: Rj(x); x 2 R: (5)

Suppose now that yj < xj which means that h = Hj(xj+0) > 0. Now if �Fj(xj) = 0,

then

Lj(x) � hFj(x); Rj(x) � pjhFj(x) as x # xj : (6)

If �Fj(xj) > 0, then by condition [Dj ] we have �Fk(xj) = 0 for all k < j and therefore

�Hj(xj) = 0, hence once again we come to (6). But (6) is clearly a contradiction to

(5), for 0 < pj < 1 and Fj(x) > 0; x > xj . Hence yj � xj :

Now let yj > xj which means that f = Fj(yj) > 0. If h := Hj(yj + 0) > 0, then

by condition [Dj ] we have �Fj(yj) = 0, and hence

Lj(x)! 0; Rj(x) � pjhf > 0 as x # yj ; (7)

since pj > 0. If h = 0, then

Lj(x)=Hj(x)! 0; Rj(x) � pjHj(x)f as x # yj ; (8)

where the �rst relation follows from the fact that here

Lj(x) =

Z
x

yj+0

Hj(y)dFj(y) � Hj(x)
�
Fj(x)� Fj(yj + 0)

�
:

Thus in both cases (7) and (8) we have a contradiction to (5), and hence �nally

yj = xj =: z.

Since

�Hj(x) ��Fj(x) � 0 (9)

by condition [Dj ], we have the following relations for the measures involved:

Hj(z + 0)Fj(z + 0) = 0; (10)

d(Hj Fj) = Hj dFj + Fj dHj ; (11)

and hence it follows from (5) that

(1� pj)Hj(x)dFj(x) = pjFj(x)dHj(x); x > z;

and therefore
dFj(x)

Fj(x)
= j

dHj(x)

Hj(x)
; x > z; j =

pj

1� pj
: (12)

6
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Hence the measures with distribution functions Fj(x) and Hj(x) are equivalent on

fx > zg, and therefore, by virtue of (9), are both continuous there. From this and

(12) we obtain

d logFj(x) = jd logHj(x); x > z;

and therefore that

Fj(x) = H
j

j
(x) + C; x > z:

But obviously C = 0 (let x!1), and from (10) it follows that Fj(z+0) = Hj(z+0) =

0 and hence

Fj(x) = H
j

j
(x) for all x 2 R:

Further, since Hj(x) > 0; x > z, and is continuous, we have that, for all k <

j; Fk(x) and Hk(x) are positive and continuous on fx > zg, too. Hence (11) and (12)

also hold for all k � j, so that

Fk(x) = H
k

k
(x); x > z; k � j;

and therefore

Fk(x) = F�k

1 (x); x > z; k � j;

�k = pk

. kY
m=2

(1� pm): Since Fj(z + 0) = 0, this representation holds for all x 2 R:

In case that j = n, the theorem is already proved. Otherwise we shall show how

to derive the desired representation for all k > j.

Since Hj+1(x) = Hj(x)Fj(x) > 0 for x > z and is continuous, we obtain easily

from (5) (with j + 1 instead of j) that

pj+1F
1=j+1

j
(x)Fj+1(x) =

Z x

�1

F
1=j+1

j
(y)dFj+1(y)

and therefore
dFj+1

Fj+1
=

pj+1

pj(1� pj+1)

dFj

Fj
; x > max(z; xj+1):

This means that

Fj+1(x) = F
�j+1

1 (x); x > max(z; xj+1):

Clearly, the case of xj+1 > z and Fj+1(xj+1) = 0 is impossible. Further, if xj+1 � z,

we immediately obtain the required representation for all x 2 R. Now there remains

only the case xj+1 > z; f = Fj+1(xj+1 + 0) > 0. But in this situation

Lj+1(x)! hf; Rj+1(x)! pj+1hf as x! xj+1 + 0;

where h = Hj+1(xj+1) > 0, since xj+1 > z. So we obtain again a contradiction to

(5) (with j + 1 instead of j). Hence Fj+1(x) = F
�j+1

1 (x) for all x 2 R, and the same

argument applies for j + 2 etc. Thus Theorem 3 is proved.
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3. Record times and the CITP property

In this section we shall establish a relationship between independent record indices

and record times with the CITP property. For this purpose, consider a (possibly

defective) homogeneous Markov chain fTmg
1
m=1 with T1 = 1 and values in N [ f1g

which is strictly increasing on �nite values and has1 as absorbing state. We say that

fTmg possesses the CITP(n) property with n 2 N (conditionally invariant transition

probability), if for all j � n the ratio

pn+1 :=
P(Tm+1 = n+ 1 j Tm = j)

P(Tm+1 > n j Tm = j)
(13)

is independent of j whenever the denominator is positive. Note that under the above

conditions, there always exists some j such that the denominator is positive, e.g. for

j = n in which case P(Tm+1 > n j Tm = j) = 1, such that pn+1 is well{de�ned

(possibly with value zero). If fTmg is CITP(n) for all n 2 N, then fTmg is called a

CITP chain. Note that the validity of (13) also implies

pn+1 = P(Tm+1 = n+ 1 j Tm � n < Tm+1) (14)

since (13) is equivalent to

P(Tm+1 = n+ 1 j Tm = j) = pn+1P(Tm+1 > n j Tm = j) (15)

for all j � n, and hence also

P(Tm+1 = n+ 1; Tm = j) = pn+1P(Tm+1 > n; Tm = j)

for all j � n from which (14) follows by summation.

For a homogeneous Markov chain fTmg as above (not necessarily CITP) let the

sequence fJng given by

Jn =

�
1; if Tm = n for some m

0; otherwise
(n 2 N) (16)

denote the associated occurrence indices. The following result provides a connection

between such chains and partial independence of the occurrence indices.

Lemma 2. fTmg is CITP(n) for some n 2 N if and only if Jn+1 and (J1; : : : ; Jn) are

independent. In this case,

P(Jn+1 = 1) =
P(Tm+1 = n+ 1 j Tm = j)

P(Tm+1 > n j Tm = j)
= P(Tm+1 = n+ 1 j Tm � n < Tm+1)

for all j � n such that the denominator is positive.

Proof. Let i1; : : : ; in 2 f0; 1g with i1 = 1 and m =
Pn

`=1 i`. Let further j1 < j2 <

: : : < jm denote those indices w.r.t. (i1; : : : ; in) such that ij` = 1. (In particular,

j1 = 1.) Then, by homogeneity, we have

P(Jn+1 = 1; Jn = in; : : : ; J1 = i1) = P(Tm+1 = n+ 1; Tm = jm; : : : ; T1 = j1)

P(Jn = in; : : : ; J1 = i1) = P(Tm+1 > n; Tm = jm; : : : ; T1 = j1):
(17)

8
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Suppose now that fTmg is CITP(n). Then by (15) and the Markov property, we have

P(Tm+1 = n+ 1; Tm = jm; : : : ; T1 = j1) =

= pn+1P(Tm+1 > n; Tm = jm; : : : ; T1 = j1)
(18)

and hence by (17),

P(Jn+1 = 1; Jn = in; : : : ; J1 = i1) = pn+1P(Jn = in; : : : ; J1 = i1); (19)

which means that Jn+1 and (J1; : : : ; Jn) are independent. Conversely, if Jn+1 and

(J1; : : : ; Jn) are independent, then (19) holds for all choices of i1; : : : ; in and hence

also (18) for all choices of j1; : : : ; jm. Backwards calculation then shows that (15) is

valid; hence the lemma is proved.

Note that in the case of i.i.d. r.v.'s X1; X2; : : :, the sequence f�mg of record times

is a (homogeneous) CITP chain since we have

P(�m+1 = k j �m = j) =
j

k(k � 1)
; 1 � j < k

(see e.g. R�enyi (1962)), hence for j � n,

pn+1 =
P(Tm+1 = n+ 1 j Tm = j)

P(Tm+1 > n j Tm = j)
=

j

(n+ 1)n

j

n

=
1

n+ 1

as expected. For the scheme (1), we similarly have

P(�m+1 = k j �m = j) =

�k

jX
i=1

�i

 
k�1X
i=1

�i

! 
kX
i=1

�i

! ; 1 � j < k;

hence f�mg here also is a CITP chain (see e.g. Pfeifer (1989)) with

pn+1 = �n+1

. n+1X
i=1

�i:

By Theorems 2 and 3, the latter case is essentially the only one in which, for indepen-

dent r.v.'s fXmg, the record times are a CITP or CITP(n) chain.

Corollary 2. Let the r.v.'s fXmg be independent and their �rst n distribution func-

tions Fj have densities fj with
Qn

j=1 fj(x) 6= 0; x 2 (�; �); for some �1 � � < � �

1. If the record times f�mg are CITP(n), then (1) holds true.

Proof. Immediate from Lemma 2 and Theorem 2.

9
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Remark 3. By Theorem 3, a necessary condition for (1) to hold true is 0 < pj < 1

for j = 1; 2; : : : ; n. In this case, a CIPT chain can be characterized by the following

structure of transition probabilities:

P(Tm+1 > k j Tm = j) =
Q(k)

Q(j)
; 1 � j � k;

with some non{decreasing function Q : N ! [0; 1]; in fact, Q(1) = 1 and for k � 2,

Q(k) =
Qk

`=2(1 � p`) with the p` being the success probabilities of the occurrence

indicators. Note, however, that such a representation fails to hold in the degenerate

case, i.e. pj 2 f0; 1g for some j � 2. For example, in the i.i.d. case, Q(k) = 1=k, while

in the general Nevzorov scheme (1),

Q(k) = 1
. kX

`=1

�`; k � 2:

4. Bounds for correlations between record indices

In this section we suppose that X = (X1; : : : ; Xn) is a vector of independent r.v.'s Xj

and denote by

p = p(X) = (p1; : : : ; pn); pj = pj(X) = P(Ij = 1);

the vector of record probabilities for the sample X (recall that p1 = 1). It is well

known that, for an arbitrary non-negative vector p of pj � 1; p1 = 1, there always

exists a random vector X with independent components such that p(X) = p. Such an

example is provided e.g. by independent r.v.'s Xj following laws F
�j (x), where F (x)

is a �xed continuous distribution function, and

�j = pj=(1� p2)(1� p3) � : : : � (1� pj); j = 1; : : : ; n; (20)

in the non-degenerate case of max
j>1

pj < 1 (see Theorem 1); otherwise the construction

of X consists of several such "blocks" separated by the points j with pj = 1 (see

Corollary 1 above). In this example Ij ; j = 1; : : : ; n; are independent, so that

pi;j = pi;j(X) � P(Ii = Ij = 1) = pipj :

However, in the general case the Ij need not be independent. Therefore a natural

question arises: what limitations on the joint distribution of I = (I1; : : : ; In) are

imposed by the fact that I is a vector of record indices for some sample X with

independent components? Clearly, the set of such limitations is not empty (say, pj = 1

implies that (I1; : : : ; Ij�1) and (Ij+1; : : : ; In) are independent), but no answer is known

so far to this question.

Here we deal only with two-dimensional marginal distributions of I, i.e. with

probabilities pi;j . We shall show below that there are no restrictions on the values of

pj;j+1, and of what kind could be restrictions on pj;j+2.
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Denote

b�(x; y) = max(0; x+ y � 1); b+(x; y) = min(x; y):

From the probability addition theorem (P(A[B) = P(A)+P(B)�P(AB)), one can

easily see that

b�(P(A); P(B)) � P(AB) � b+(P(A); P(B))

are sharp (i.e. attainable) bounds for the joint probability P(AB) of any two events A

and B with �xed probabilities P(A) and P(B). Now we introduce also the functions

c�(x; y; z) =

�
b�(x; y); xy � v = (1� x)(1� z);

x(xy � v)=(x� v); xy > v;

c+(x; y; z) =

�
b+(x; y); z � max(x; y);

xy=z; z > max(x; y):

Denote, for a given p (p1 = 1; 0 � pj � 1), by

p�
i;j
(p) = min

X
fpi;j : p(X) = pg; p+

i;j
(p) = max

X
fpi;j : p(X) = pg

the minimal and the maximal probabilities, resp., of joint records on the ith and jth

places for a �xed vector p of (marginal) probabilities.

Theorem 4. For any given p with p1 = 1; 0 � pj � 1;

i) p�
i;i+1(p) = b�(pi; pj);

ii) p�
i�1;i+1(p) � c�(pi�1; pi+1; pi); p+

i�1;i+1(p) � c+(pi�1; pi+1; pi):

Remark 4. The bounds for p�
i�1;i+1(p) are seemingly not �nal. However, at least in

the case pi�1 � pi+1, the "critical value" m := max (pi�1; pi+1) in the de�nition of

c+ above is also the "critical point" for p+
i�1;i+1(p), i.e. the value b

+(pi�1; pi+1) is no

longer attainable, if pi > m. Indeed, if

pi�1;i+1 = b+(pi�1; pi+1) = pi�1 � pi+1; (21)

then

fXi�1 > max
j<i�1

Xjg � fXi+1 > max
j<i+1

Xjg � fXi+1 > Xig;

and, by the independence of Xj 's, this implies that Xi+1 > Xi a.s., and therefore that

fIi = 1g � fIi+1 = 1g and pi � pi+1, and hence (21) cannot be true for pi > m.

Proof of Theorem 4. i). First we shall give constructions, proving this part of the

theorem for n = 3; i = 2. In i�), one has p2;3 = b�(p2; p3); and in i+), p2;3 =

b+(p2; p3).

11
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i�). Let X1 � 1; P(X2 = 0) = 1 � p2; P(X2 = 4) = p2; P(X3 = j) = aj; j =

0; 1; : : : :

Case p2 + p3 � 1. Put a0 = 1 � a2; a2 = p3=(1 � p2). We have P(I2 = 1) = p2
and

P(I3 = 1) = P(X2 = 0; X3 = 2) = p3; P(I2 = I3 = 1) = 0 = b�(p2; p3):

Case p2 + p3 > 1. Put a2 = 1� a5; a5 = (p2 + p3 � 1)=p2. Clearly, we now have

P(I3 = 1) = P(X3 = 5) +P(X2 = 0; X3 = 2) = p3;

P(I2 = I3 = 1) = P(X2 = 4; X3 = 5) = p2a5 = p2 + p3 � 1 = b�(p2; p3):

i+). Let P(X1 = 1) = 1�P(X1 = 5) = a1; P(X2 = j) = bj; j = 0; 1; : : : ; X3 � 3:

Case p2 � p3. Put a1 = p3; b2 = 1� b0 = p2=p3. Here,

P(I2 = 1) = P(X1 = 1; X2 = 2) = p3b2 = p2; P(I3 = 1) = P(X1 = 1) = p3;

and fI2 = 1g = fI2 = I3 = 1g, so that P(I2 = I3 = 1) = p2 = b+(p2; p3):

Case p2 > p3. Put a1 = p3=b2; b2 = 1� b6 = 1� p2 + p3: Clearly,

P(I2 = 1) = P(X2 = 6) +P(X1 = 1; X2 = 2) = b6 + a1b2 = p2;

P(I3 = 1) = P(X1 = 1; X2 = 2) = a1b2 = p3;

and fI3 = 1g = fI2 = I3 = 1g, so that P(I2 = I3 = 1) = p2 = b+(p2; p3):

Now let us consider the case of n > 3; i < n: It is not hard to see how these

constructions can be generalized to the general case. In i�), the left part of

the sample X (i.e. X1; : : : ; Xi�1) could be constructed in an arbitrary way with

Xj 2 (1=2; 3=2) a.s. and with P(Ij = 1) = pj (say, using Theorem 1 with

continuous distribution function F having support in (1=2; 3=2), see (20) and

comments there). The right part of X can be easily added step by step, using the

basic relations

pj =

Z
Hj(x)dFj(x); Hj(x) =

Y
k<j

Fk:

In i+), it suÆces to construct the left part of X so that

Hi(5:5)�Hi(4:5) = a5; Hi(1:5)�Hi(0:5) = a1:

This can be done using once again (1) in the following way. Take as a basic distri-

bution F the uniform one on (0; 1). Then we get independent r.v.'s Y1; : : : ; Yi�1
with

Gi(x) =
Y
k<i

x�k = x�1+:::�i�1

12
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being the distribution function of max
k<i

Yk. It remains to put Xk = f(Yk); k =

1; : : : ; i� 1; where f(x) = 0:5+ x+ 4I[x > G�1(a1)]. The right part of X can be

constructed in the same way as in i�).

ii). Here we restrict ourselves to constructions for n = 4; i = 2, for which ii�) p2;4 =

c�(p2; p4; p3), and ii+) p2;4 = c+(p2; p4; p3). The general case can be treated

exactly in the same way as in i).

ii�). We shall take the constructions from the corresponding parts of i�) as the basic

ones and then add the fourth component X4 to meet our requirements.

Case p2 + p3 � 1. Here we add X4 with the following distribution.

a) If p2 + p4 � 1, then we put

P(X4 = 3) = 1�P(X4 = 0) = p4=(1� p2):

Then fI4 = 1g = fX2 = 0; X4 = 3g; and hence P(I4 = 1) = p4: Clearly,

P(I2 = I4 = 1) = 0 = b�(p2; p4):

b) If p2 + p4 > 1, then we put

P(X4 = 3) = 1�P(X4 = 6) = (1� p4)=p2:

Then P(I4 = 1) = P(X4 = 6) +P(X2 = 0; X4 = 3) = p4, and

P(I2 = I4 = 1) = P(X2 = 3; X4 = 6) = b�(p2; p4):

Case p2 + p3 > 1. Let v = (1� p2)(1� p3).

a) If p2p4 � v, we put

P(X4 = 3) = 1�P(X4 = 0) = p2p4=v:

Then clearly P(I2 = I4 = 1) = 0 = b�(p2; p4); the last equality follows from

the relations p2p4 � v < (1� p2)p2.

b) If p2p4 > v, we put

P(X4 = 3) = 1�P(X4 = 6) = (1� p4)=(1� v=p2):

Then P(I2 = I4 = 1) = p2P(X4 = 6) = c�(p2; p4; p3):

ii+). Case p3 � p4.

a) If p2 � p4, we take the construction from i+) with a1 = 1�a5 = p4; b2 = 1�

b0 = p2=p4, but with X4 � 4 and with P(X3 = 3) = 1�P(X3 = 0) = p3=p4:

Then P(I4 = 1) = P(X1 = 1) = p4; P(I3 = 1) = P(X1 = 1; X3 = 3) = p3;

and P(I2 = I4 = 1) = P(I2 = 1) = p2 = b+(p2; p4).

b) If p2 > p4, we proceed in a similar way, using the scheme of i+), case p2 > p3.

Case p3 > p4:

13
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a) If p2 � p3, we take the construction from i+), case p2 � p3, and X4 with

P(X4 = 4) = 1�P(X4 = 0) = p4=p3: Then we have

P(I4 = 1) = P(I3 = 1; X4 = 4) = p4;

and
P(I2 = I4 = 1) = P(X1 = 1)P(X2 = 2)P(X4 = 4) =

= p2p4=p3 = c+(p2; p4; p3):

b) If p2 � p3, we use the same X4, but with the scheme of i+), case p2 > p3.

Now

P(I2 = I4 = 1) = P(X1 = 1)P(X2 = 2)P(X4 = 4) = p4;

and this completes the proof of Theorem 4.
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