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#### Abstract

We study the self-adjointness of the two-dimensional Dirac operator coupled with electrostatic and Lorentz scalar shell interactions of constant strength $\varepsilon$ and $\mu$ supported on a closed Lipschitz curve. Namely, we present several new explicit ranges of $\varepsilon$ and $\mu$ for which there is a unique self-adjoint realization with domain included into $H^{\frac{1}{2}}$. A more precise analysis is carried out for curvilinear polygons, which allows one to take the corner openings into account. Compared to the preceding works on this topic, two new technical ingredients are employed: the explicit use of the Cauchy transform on non-smooth curves and the explicit characterization of the Fredholmness for singular integral operators.
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## 1. Introduction

Dirac operators with $\delta$-interactions supported on general hypersurfaces have been actively studied since the appearance of the paper [1]. Due to the presence of distributional coefficients, the self-adjointness of such operators requires special attention, and it was seen by many authors (primarily for the three-dimensional case) that the self-adjointness domain can be dependent on the coupling constants and the smoothness properties of the hypersurface and that it may lead to unusual spectral properties [2, 3, 6, 7, 8]. The paper [4] initiated the study of the two-dimensional case, and for the case of smooth curves a very complete spectral picture could be found, which was extended in [10] to a more general class of interactions. Much less attention was given to the case of non-smooth surfaces and curves. In the present
work, we discuss the self-adjointness of two-dimensional Dirac operators with $\delta$-interactions supported on closed Lipschitz curves (in particular, on curvilinear polygons). Our results complement those obtained in the recent papers [5, 17] and provide precise ranges of coupling constants and corner openings for which the domain of self-adjointness can be given explicitly. Compared to the preceding works, we employ two new technical ingredients: the explicit use of the Cauchy transform on non-smooth curves and a characterization of the Fredholmness for boundary integral operators using the approach of 18 .

Now let us pass to precise formulations. Through the text, we use the Pauli matrices

$$
\sigma_{1}=\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right), \quad \sigma_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

and denote by $\sigma_{0}$ the $2 \times 2$ identity matrix. The anticommutation relations

$$
\begin{equation*}
\left\{\sigma_{j}, \sigma_{k}\right\}=\sigma_{j} \sigma_{k}+\sigma_{k} \sigma_{j}=2 \delta_{j k} \sigma_{0} \text { for all } j, k \in\{1,2,3\} \tag{1.1}
\end{equation*}
$$

are well known. Let $m \in \mathbb{R}$. The two-dimensional Dirac operator with mass $m$ is the formally self-adjoint differential expression

$$
D: C_{0}^{\infty}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right) \ni f \mapsto-i\left(\sigma_{1} \partial_{1} f+\sigma_{2} \partial_{2} f\right)+m \sigma_{3} f \in C_{0}^{\infty}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right)
$$

and it naturally extends to a continuous linear map in the space of distributions $\mathcal{D}^{\prime}\left(\Omega, \mathbb{C}^{2}\right)$ for any open set $\Omega \subset \mathbb{R}^{2}$. It is well known that the operator

$$
\begin{equation*}
A f \mapsto D f, \quad \operatorname{dom} A=H^{1}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right) \tag{1.2}
\end{equation*}
$$

(the free two-dimensional Dirac operator), is self-adjoint in $L^{2}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right)$ and has the absolutely continuous spectrum

$$
\operatorname{spec} A=(-\infty,-|m|] \cup[|m|,+\infty)
$$

and it occupies a central place in relativistic quantum mechanics [19]. We will be interested in the study of some special perturbations of $A$.

Namely, let $\Omega_{+} \subset \mathbb{R}^{2}$ be a non-empty bounded open set with Lipschitz boundary. Denote

$$
\Sigma:=\partial \Omega_{+}, \quad \Omega_{-}:=\mathbb{R}^{2} \backslash \overline{\Omega_{+}}
$$

For $(\varepsilon, \mu) \in \mathbb{R}^{2}$ we would like to discuss self-adjoint realizations in $L^{2}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right)$ of operators given formally by

$$
\begin{equation*}
f \mapsto D f+\left(\varepsilon \sigma_{0}+\mu \sigma_{3}\right) \delta_{\Sigma} f \tag{1.3}
\end{equation*}
$$

where $\delta_{\Sigma}$ is the Dirac $\delta$-distribution supported on $\Sigma$. The last summand can be considered as an idealized model of a relativistic potential concentrated on $\Sigma$, and the constant $\varepsilon$ resp. $\mu$ measures the strength of the electrostatic resp. Lorentz scalar part of the interaction. The formal expression (1.3) can be given a more rigorous meaning as follows. First, for any non-empty open set $\Omega \subset \mathbb{R}^{2}$ consider the space

$$
H(\sigma, \Omega):=\left\{f \in L^{2}\left(\Omega, \mathbb{C}^{2}\right): D f \in L^{2}\left(\Omega, \mathbb{C}^{2}\right)\right\}
$$

which is just the domain of the maximal realization of $D$ in $L^{2}\left(\Omega, \mathbb{C}^{2}\right)$ and becomes a Hilbert space if equipped with the scalar product

$$
\langle f, g\rangle_{H(\sigma, \Omega)}:=\langle f, g\rangle_{L^{2}\left(\Omega, \mathbb{C}^{2}\right)}+\langle D f, D g\rangle_{L^{2}\left(\Omega, \mathbb{C}^{2}\right)} .
$$

For $s>0$ let $H^{s}\left(\Omega, \mathbb{C}^{2}\right)$ be the usual fractional Sobolev spaces of order $s$ on $\Omega$ (consisting of $\mathbb{C}^{2}$-valued functions), and we set

$$
H^{s}(\sigma, \Omega):=H(\sigma, \Omega) \cap H^{s}\left(\Omega, \mathbb{C}^{2}\right),
$$

which is a Hilbert space with the scalar product

$$
\langle f, g\rangle_{H^{s}(\sigma, \Omega)}:=\langle f, g\rangle_{H(\sigma, \Omega)}+\langle f, g\rangle_{H^{s}\left(\Omega, \mathbb{C}^{2}\right)} .
$$

For what follows it will be convenient to use the identification

$$
H\left(\sigma, \mathbb{R}^{2} \backslash \Sigma\right) \simeq H\left(\sigma, \Omega_{+}\right) \oplus H\left(\sigma, \Omega_{-}\right), \quad f \simeq\left(f_{+}, f_{-}\right),
$$

with $f_{ \pm}$being the restriction of $f$ on $\Omega_{ \pm}$, as well as the analogous identifications for $H^{s}\left(\mathbb{R}^{2} \backslash \Sigma, \mathbb{C}^{2}\right)$ and $H^{s}\left(\sigma, \mathbb{R}^{2} \backslash \Sigma\right)$. We will also use the shorthand notation

$$
\sigma \cdot x:=x_{1} \sigma_{1}+x_{2} \sigma_{2}, \quad x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2} ;
$$

from the anticommutation relations (1.1) one easily obtains $(\sigma \cdot x)^{2}=|x|^{2} \sigma_{0}$ for all $x \in \mathbb{R}^{2}$.

It is known that for any $f \in H\left(\sigma, \mathbb{R}^{2} \backslash \Sigma\right)$ the boundary traces $(\sigma \cdot \nu) f_{ \pm}$on $\Sigma$ are well-defined as functions in $H^{-\frac{1}{2}}(\Sigma)$; remark that we keep the same symbols for the boundary traces for better readability. Denote by $\delta_{\Sigma} f$ the distribution

$$
\left\langle\delta_{\Sigma} f, \varphi\right\rangle:=\int_{\Sigma} \frac{f_{+}+f_{-}}{2} \varphi \mathrm{~d} s, \quad \varphi \in C_{c}^{\infty}\left(\mathbb{R}^{2}\right)
$$

where $\mathrm{d} s$ means the integration with respect to the arclength. An application of the jump formula shows the identity

$$
\begin{equation*}
D f=\left(D f_{+}\right) \oplus\left(D f_{-}\right)+i(\sigma \cdot \nu)\left(f_{+}-f_{-}\right) \delta_{\Sigma}, \tag{1.4}
\end{equation*}
$$

where $\nu=\left(\nu_{1}, \nu_{2}\right)$ is the unit normal on $\Sigma$ pointing to $\Omega_{-}$. Then it follows that the right-hand side of (1.3) belongs to $L^{2}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right)$ if and only if $f$ satisfies the transmission condition

$$
\begin{equation*}
\left(\varepsilon \sigma_{0}+\mu \sigma_{3}\right) \frac{f_{+}+f_{-}}{2}+i(\sigma \cdot \nu)\left(f_{+}-f_{-}\right)=0 \text { on } \Sigma . \tag{1.5}
\end{equation*}
$$

Therefore, as a first attempt, it is natural to consider the following operator realizations of the expression (1.3) in $L^{2}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right)$ :

- the maximal realization $B_{\max }$ with the domain

$$
\operatorname{dom} B_{\max }:=\left\{f \in H\left(\sigma, \mathbb{R}^{2} \backslash \Sigma\right): f \text { satisfies (1.5) }\right\}
$$

- the minimal realization $B_{\min }$ with the domain

$$
\begin{aligned}
\operatorname{dom} B_{\min } & :=\operatorname{dom} B_{\max } \cap H^{1}\left(\mathbb{R}^{2} \backslash \Sigma, \mathbb{C}^{2}\right) \\
& \left.\equiv\left\{f \in H^{1}\left(\mathbb{R}^{2} \backslash \Sigma, \mathbb{C}^{2}\right): f \text { satisfies } 1.5\right)\right\}
\end{aligned}
$$

It is standard to see that $B_{\min }$ is symmetric with $B_{\min }^{*}=B_{\max }$, therefore, $B_{\min } \subset B \subset B_{\max }$ for any self-adjoint realization $B$ of 1.3 . Nevertheless, an explicit description of the self-adjoint realizations turns out to be an involved problem depending on both $(\varepsilon, \mu)$ and the regularity of $\Sigma$.

The most attention was given to the case of $C^{2}$-smooth $\Sigma$, see [5] and references therein. Namely, if $\varepsilon^{2}-\mu^{2} \neq 4$, then $B_{\text {min }}=B_{\text {max }}=: B$, and the spectrum of $B$ consists of the spectrum of the free Dirac operator $A$ and at most finitely many discrete eigenvalues in $(-|m|,|m|)$. For $\varepsilon^{2}-\mu^{2}=4$ the operator $B_{\text {min }}$ is not closed, but $\overline{B_{\text {min }}}=B_{\text {max }}$, so $B_{\text {min }}$ is at least essentially self-adjoint (so there is a unique self-adjoint realization), but the loss of regularity leads to peculiar spectral effects (e.g. new pieces of the essential spectrum), see [4, [5, 8]. Remark that [5, 10] actually consider more general interactions by admitting so-called anomalous magnetic couplings which are not covered by the above framework.

If $\Sigma$ has corners, one has, in general, $\overline{B_{\text {min }}} \subsetneq B_{\text {max }}$, which means that there are infinitely many self-adjoint realizations [16]. The work [16] suggested that the $H^{\frac{1}{2}}$ regularity should be more natural for the case of non-smooth $\Sigma$. Namely, let

$$
B \equiv B_{\varepsilon, \mu}
$$

be the restriction of $B_{\max }$ to $\operatorname{dom} B_{\max } \cap H^{\frac{1}{2}}\left(\mathbb{R}^{2} \backslash \Sigma, \mathbb{C}^{2}\right)$, i.e.

$$
\begin{align*}
B & : f \simeq\left(f_{+}, f_{-}\right) \mapsto\left(D f_{+}, D f_{-}\right) \\
\operatorname{dom} B & :=\left\{f \in H^{\frac{1}{2}}\left(\sigma, \mathbb{R}^{2} \backslash \Sigma\right): f \text { satisfies (1.5) }\right\} . \tag{1.6}
\end{align*}
$$

Due to the standard Sobolev traces theorem, the one-sided traces of functions from $\operatorname{dom} B$ on $\Sigma$ belong to $L^{2}\left(\Sigma, \mathbb{C}^{2}\right)$, so the integration by parts shows that $B$ is a symmetric operator. The main result of [17] reads as follows: if $\Sigma$ is a curvilinear polygon (a piecewise $C^{2}$-smooth closed curve, with finitely many corners and without cusps), $\varepsilon=0$ and $|\mu|<2$, then $B$ is self-adjoint. The recent work [5] presents an extensive study of the case of general compact Lipschitz curves $\Sigma$ by reducing the self-adjointness to the Fredholmness of some boundary integral operator (see also [1, 7] for the three-dimensional case): we summarize the essential components of the constructions in Section 2. Nevertheless, the self-adjoint conditions obtained in [5] for our case are quite implicit as they depend on the (unknown) spectra of some boundary integral operators.

In the present work we extend the results of both [5] and [17] by providing new very explicit conditions for the self-adjointness of $B$ in terms of the parameters $(\varepsilon, \mu)$ and the geometry of $\Sigma$. Namely, we show that $B$ is selfadjoint in the following cases:
(A) The curve $\Sigma$ is Lipschitz and $|\varepsilon| \leq|\mu|$ (Corollary 4.3),
(B) The curve $\Sigma$ is $C^{1}$-smooth and $\varepsilon^{2}-\mu^{2} \neq 4$ (Theorem 4.4),
(C) The curve $\Sigma$ is a curvilinear polygon (with $C^{1}$-smooth edges and without cusps) and

$$
\varepsilon^{2}-\mu^{2}<\frac{1}{m(\omega)} \text { or } \varepsilon^{2}-\mu^{2}>16 m(\omega),
$$

where the constant $m(\omega)$ only depends on the sharpest corner $\omega$ of $\Sigma$ (Theorem 5.4).

The value of $m(\omega)$ is not known explicitly for all $\omega$, but some bounds can be obtained, and each of the conditions
(i) $\varepsilon^{2}-\mu^{2}<2$ or $\varepsilon^{2}-\mu^{2}>8$ (without additional geometric assumptions),
(ii) $\varepsilon^{2}-\mu^{2} \neq 4$ if each angle $\theta$ of $\Sigma$ (measured inside $\Omega_{+}$) satisfies

$$
\frac{\pi}{2} \leq \theta \leq \frac{3 \pi}{2}
$$

guarantees the self-adjointness of $B$ (Corollary 5.5).
The case (B) is formally contained in (C.ii), but the proofs are very different, so we prefer to consider these two situations separately.

Remark 1.1. If the operator $B$ is self-adjoint, a standard analysis shows that its essential spectrum coincides with the spectrum of the free Dirac operator $A$ and that the discrete spectrum is at most finite 4, Proposition 3.8]. While all constructions of 4 are formally for smooth $\Sigma$, the proof of this specific result only uses the compact embedding of $H^{s}(\Omega)$ to $L^{2}(\Omega)$ for $s>0$ and bounded open sets $\Omega \subset \mathbb{R}^{2}$ with Lipschitz boundaries.

Remark 1.2. An additional useful property is that for any $(\varepsilon, \mu)$ with $|\varepsilon| \neq|\mu|$ the operator $B_{\varepsilon, \mu}$ is unitarily equivalent to $B_{-\frac{4 \varepsilon}{\varepsilon^{2}-\mu^{2}},-\frac{4 \mu}{\varepsilon^{2}-\mu^{2}}}$. Namely, a simple direct computation shows that

$$
B_{\varepsilon, \mu} U=U B_{-\frac{4 \varepsilon}{\varepsilon^{2}-\mu^{2}},-\frac{4 \mu}{\varepsilon^{2}-\mu^{2}}}
$$

for the unitary linear map $U: L^{2}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right) \rightarrow L^{2}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right)$ defined by

$$
U:\left(f_{+}, f_{-}\right) \mapsto\left(f_{+},-f_{-}\right),
$$

see [4, Propositon 4.8]. In particular, the self-adjointness of $B_{-\frac{4 \varepsilon}{\varepsilon^{2}-\mu^{2}},-\frac{4 \mu}{\varepsilon^{2}-\mu^{2}}}$ is equivalent to the self-adjoitness of $B_{\varepsilon, \mu}$, which will be used in the last proof steps.

## 2. Preparations for the proof

We will need some constructions related to the free Dirac operator $A$ in (1.2). Most of these required results were already obtained in [4, 5] and we simply present them in an adapted form.

First of all, we consider the Cauchy transform on $\Sigma$, i.e. the linear operator $C_{\Sigma}: L^{2}(\Sigma) \longrightarrow L^{2}(\Sigma)$ defined through the complex line integration

$$
C_{\Sigma} g(x):=\frac{i}{2 \pi} \text { p.v. } \int_{\Sigma} \frac{g(y)}{x-y} \mathrm{~d} y, \quad g \in L^{2}(\Sigma), \quad x \in \Sigma,
$$

and understood in the Cauchy principal value sense. It is a classical result that $C_{\Sigma}$ is well-defined and bounded [11]. Moreover, if one considers the analytic function

$$
F_{g}: \mathbb{C} \backslash \Sigma \simeq \mathbb{R}^{2} \backslash \Sigma \ni x \mapsto \frac{i}{2 \pi} \text { p.v. } \int_{\Sigma} \frac{g(y)}{x-y} \mathrm{~d} y, \quad g \in L^{2}(\Sigma)
$$

then Plemelj-Sokhotski formulas are valid:

$$
F_{g}(x)= \pm \frac{g(x)}{2}+C_{\Sigma} g(x) \text { for a.e. } x \in \Sigma
$$

where the value on the left-hand side is understood as the non-tangential limit [14, p. 108].

Denote by $K_{j}$ the modified Bessel functions of order $j$. For $z \in \mathbb{C} \backslash \operatorname{spec} A$ consider the function $\phi_{z}: \mathbb{R}^{2} \rightarrow M_{2 \times 2}(\mathbb{C})$ given by

$$
\begin{aligned}
\phi_{z}(x):=\frac{1}{2 \pi} K_{0}\left(\sqrt{m^{2}-z^{2}}|x|\right)( & \left.m \sigma_{3}+z \sigma_{0}\right) \\
& +i \frac{\sqrt{m^{2}-z^{2}}}{2 \pi|x|} K_{1}\left(\sqrt{m^{2}-z^{2}}|x|\right)(\sigma \cdot x)
\end{aligned}
$$

It will be convenient to admit the additional value $z=m$ by setting

$$
\phi_{m}(x):=\frac{i}{2 \pi}\left(\begin{array}{cc}
0 & \frac{1}{x_{1}+i x_{2}} \\
\frac{1}{x_{1}-i x_{2}} & 0
\end{array}\right) .
$$

Using the asymptotic expansions of $K_{j}$ one obtains

$$
\begin{equation*}
\phi_{z}(x)=\phi_{m}(x)+h_{1}(x) \log |x|+h_{2}(x) . \tag{2.1}
\end{equation*}
$$

with continuous functions $h_{j}$, see [4, Lemma 3.3] for details.
For all admissible $z$ the function $\phi_{z}$ is a fundamental solution of $D-z$, and it gives rise to several (singular) integral operators.

Namely, consider the layer potentials $\Phi_{z}$ for $D-z($ with $z \in \mathbb{C} \backslash \operatorname{spec} A)$

$$
\begin{gathered}
\Phi_{z}: L^{2}\left(\Sigma, \mathbb{C}^{2}\right) \longrightarrow L^{2}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right) \\
\Phi_{z} g(x)=\int_{\Sigma} \phi_{z}(x-y) g(y) \mathrm{d} s(y), \quad x \in \mathbb{R}^{2} \backslash \Sigma,
\end{gathered}
$$

where we recall that $\mathrm{d} s$ means the integration with respect to the arclength. Observe that $\phi_{z}(x)^{*}=\phi_{\bar{z}}(-x)$ for all $x$. Let $\gamma: H^{\frac{1}{2}}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right) \rightarrow L^{2}\left(\Sigma, \mathbb{C}^{2}\right)$ be the Sobolev trace operator (which is a bounded linear operator), then for any $u \in L^{2}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right)$ and $g \in L^{2}\left(\Sigma, \mathbb{C}^{2}\right)$ one has, using Fubini's theorem,

$$
\begin{aligned}
\left\langle\Phi_{\bar{z}} g, u\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right)} & =\int_{\mathbb{R}^{2}}\left\langle\int_{\Sigma} \phi_{\bar{z}}(x-y) g(y) \mathrm{d} s(y), u(x)\right\rangle_{\mathbb{C}^{2}} \mathrm{~d} x \\
& =\int_{\Sigma}\left\langle g(y), \int_{\mathbb{R}^{2}} \phi_{\bar{z}}^{*}(x-y) u(x) \mathrm{d} x\right\rangle_{\mathbb{C}^{2}} \mathrm{~d} s(y), \\
& =\left\langle g, \gamma(A-z)^{-1} u\right\rangle_{L^{2}\left(\Sigma, \mathbb{C}^{2}\right)} .
\end{aligned}
$$

This shows that $\Phi_{\bar{z}}=\left(\gamma(A-z)^{-1}\right)^{*}$ is bounded, and by replacing $z$ with $\bar{z}$ one obtains the useful identity

$$
\begin{equation*}
\Phi_{z}^{*}=\gamma(A-\bar{z})^{-1}, \quad z \in \mathbb{C} \backslash \operatorname{spec} A \tag{2.2}
\end{equation*}
$$

Now let $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right)$ and $h \in L^{2}\left(\Sigma, \mathbb{C}^{2}\right)$, then

$$
\begin{aligned}
\left\langle\Phi_{z} h,(D-\bar{z}) \varphi\right\rangle_{L^{2}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right)} & =\left\langle h, \Phi_{z}^{*}(D-\bar{z}) \varphi\right\rangle_{L^{2}\left(\Sigma, \mathbb{C}^{2}\right)} \\
& =\left\langle h, \gamma(D-\bar{z})^{-1}(D-\bar{z}) \varphi\right\rangle_{L^{2}\left(\Sigma, \mathbb{C}^{2}\right)} \\
& =\langle h, \gamma \varphi\rangle_{L^{2}\left(\Sigma, \mathbb{C}^{2}\right)}
\end{aligned}
$$

and it follows that $(D-z) \Phi_{z} h=0$ in $\mathcal{D}^{\prime}\left(\mathbb{R}^{2} \backslash \Sigma\right)$. In particular,

$$
\operatorname{ran} \Phi_{z} \subset \operatorname{ker}\left(B_{\max }-z\right) \subset \operatorname{dom} B_{\max }
$$

In fact, for any $z \in \mathbb{C} \backslash \operatorname{spec} A$ one has the stronger property [5, Lemma 4.2]:

$$
\begin{equation*}
\Phi_{z}: L^{2}\left(\Sigma, \mathbb{C}^{2}\right) \rightarrow H^{\frac{1}{2}}\left(\sigma, \mathbb{R}^{2} \backslash \Sigma\right) \text { is bounded. } \tag{2.3}
\end{equation*}
$$

For all admissible $z$ consider the singular integral operator

$$
\mathcal{C}_{z}: L^{2}\left(\Sigma, \mathbb{C}^{2}\right) \longrightarrow L^{2}\left(\Sigma, \mathbb{C}^{2}\right)
$$

given by

$$
\mathcal{C}_{z} g(x)=\mathrm{p} . \mathrm{v} \cdot \int_{\Sigma} \phi_{z}(x-y) g(y) \mathrm{d} s(y), \quad x \in \Sigma
$$

To summarize its properties we introduce the tangent vector field

$$
\tau=\left(\tau_{1}, \tau_{2}\right):=\left(-\nu_{2}, \nu_{1}\right)
$$

on $\Sigma$ and denote

$$
t:=\text { the operator of multiplication by } \tau_{1}+i \tau_{2} \text { in } L^{2}(\Sigma)
$$

Then

$$
\begin{align*}
C_{\Sigma} t^{*} g(x) & =\frac{i}{2 \pi} \text { p.v. } \int_{\Sigma} \frac{g(y)}{\left(x_{1}-y_{1}\right)-i\left(x_{2}-y_{2}\right)} \mathrm{d} s(y)  \tag{2.4}\\
t C_{\Sigma}^{*} g(x) & =\frac{i}{2 \pi} \text { p.v. } \int_{\Sigma} \frac{g(y)}{\left(x_{1}-y_{1}\right)+i\left(x_{2}-y_{2}\right)} \mathrm{d} s(y), \quad x \in \Sigma
\end{align*}
$$

and

$$
\mathcal{C}_{m}=\left(\begin{array}{cc}
0 & C_{\Sigma} t^{*}  \tag{2.5}\\
t C_{\Sigma}^{*} & 0
\end{array}\right)
$$

Therefore, the boundedness of $C_{\Sigma}$ implies the boundedness of $\mathcal{C}_{m}$. In addition, the expansion (2.1) shows that $\mathcal{C}_{z}-\mathcal{C}_{m}$ is an integral operator with a Hilbert-Schmidt kernel, in particular,

$$
\mathcal{C}_{z}-\mathcal{C}_{m}: L^{2}\left(\Sigma, \mathbb{C}^{2}\right) \rightarrow L^{2}\left(\Sigma, \mathbb{C}^{2}\right) \text { is compact for any } z \in \mathbb{C} \backslash \operatorname{spec} A
$$

which also shows the well-definedness and boundedness of $\mathcal{C}_{z}$ for all admissible $z$.

Let $\gamma_{ \pm}: H^{\frac{1}{2}}\left(\Omega_{ \pm}\right) \rightarrow L^{2}(\Sigma)$ be the Sobolev trace operators, and for any $f \in H^{\frac{1}{2}}\left(\mathbb{R}^{2} \backslash \Sigma\right)$ we set

$$
\gamma_{ \pm} f:=\gamma_{ \pm} f_{ \pm}
$$

then one has the so-called jump formula

$$
\begin{equation*}
\gamma_{ \pm} \Phi_{z} g=\left(\mp \frac{i}{2} \sigma \cdot \nu+\mathcal{C}_{z}\right) g, \quad g \in L^{2}\left(\Sigma, \mathbb{C}^{2}\right) . \tag{2.6}
\end{equation*}
$$

In [4, Proposition 3.5] the jump formula was proved under the formal assumption that $\Sigma$ is $C^{\infty}$ smooth, but the same proof applies to our case as well, as the Plemelj-Sokhotski formula used in the proof also holds for closed Lipschitz curves. From the jump formula (2.6) one obtains

$$
g=i(\sigma \cdot \nu)\left[\gamma_{+} \Phi_{z} g-\gamma_{-} \Phi_{z} g\right], \quad g \in L^{2}\left(\Sigma, \mathbb{C}^{2}\right),
$$

which shows the injectivity of $\Phi_{z}$. Further direct consequences of the jump formula are the identities

$$
\begin{align*}
\gamma_{+} \Phi_{z} g-\gamma_{-} \Phi_{z} g & =-i(\sigma \cdot \nu) g, \\
\frac{\gamma_{+} \Phi_{z} g+\gamma_{-} \Phi_{z} g}{2} & =\mathcal{C}_{z} g, \quad g \in L^{2}\left(\Sigma, \mathbb{C}^{2}\right) . \tag{2.7}
\end{align*}
$$

For $z \in(\mathbb{C} \backslash \operatorname{spec} A) \cup\{m\}$ consider the bounded linear operator

$$
\Theta_{z}:=I+\left(\varepsilon \sigma_{0}+\mu \sigma_{3}\right) \mathcal{C}_{z}: L^{2}\left(\Sigma, \mathbb{C}^{2}\right) \rightarrow L^{2}\left(\Sigma, \mathbb{C}^{2}\right),
$$

which is closely related to the operator $B$ from (1.6) as follows:
Lemma 2.1. For any $z \in \mathbb{C} \backslash \operatorname{spec} A$ there holds $\operatorname{ker}(B-z)=\Phi_{z} \operatorname{ker} \Theta_{z}$, in particular, $\operatorname{dim} \operatorname{ker}(B-z)=\operatorname{dim} \operatorname{ker} \Theta_{z}$.

Proof. Remark that the last assertion follows from the injectivity of $\Phi_{z}$.
Let $z \in \mathbb{C} \backslash \operatorname{spec} A$ and $g \in \operatorname{ker} \Theta_{z}$. Denote $f:=\Phi_{z} g$, then $f \in \operatorname{ker}\left(B_{\max }-\right.$ $z$ ) due to the above properties of $\Phi_{z}$. We need to show $f \in \operatorname{dom} B$. By (2.3) we have already $f \in H^{\frac{1}{2}}\left(\sigma, \mathbb{R}^{2} \backslash \Sigma\right)$. By (2.7) we have

$$
\begin{aligned}
\left(\varepsilon \sigma_{0}+\mu \sigma_{3}\right) & \frac{\gamma_{+} \Phi_{z} g+\gamma_{-} \Phi_{z} g}{2}+i(\sigma \cdot \nu)\left(\gamma_{+} \Phi_{z} g-\gamma_{-} \Phi_{z} g\right) \\
& =\left(\varepsilon \sigma_{0}+\mu \sigma_{3}\right) \mathcal{C}_{z} g+i(\sigma \cdot \nu)(-i(\sigma \cdot \nu)) g \\
& =\left(\varepsilon \sigma_{0}+\mu \sigma_{3}\right) \mathcal{C}_{z} g+g=\Theta_{z} g=0 .
\end{aligned}
$$

Hence, $f \in \operatorname{ker}(B-z)$. This shows the inclusion $\Phi_{z} \operatorname{ker} \Theta_{z} \subset \operatorname{ker}(B-z)$.
Now let $z \in \mathbb{C} \backslash \operatorname{spec} A$ and $f \in \operatorname{ker}(B-z)$. Due to (1.4) we have

$$
\begin{equation*}
(D-z) f=(B-z) f+i(\sigma \cdot \nu)\left(f_{+}-f_{-}\right) \delta_{\Sigma} . \tag{2.8}
\end{equation*}
$$

Let $\mathcal{F}: \mathcal{S}^{\prime}\left(\mathbb{R}^{2}\right) \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{2}\right)$ be the Fourier transform. For any $\psi \in \mathcal{S}^{\prime}\left(\mathbb{R}^{2}\right)$ we have

$$
\mathcal{F}(D-z) \psi=\left(\sigma \cdot \xi+m \sigma_{3}-z \sigma_{0}\right) \mathcal{F} \psi .
$$

The matrix $\sigma \cdot \xi+m \sigma_{3}-z \sigma_{0}$ is invertible for any $\xi \in \mathbb{R}^{2}$ and has polynomial entries, which shows that $D-z: \mathcal{S}^{\prime}\left(\mathbb{R}^{2}\right) \rightarrow \mathcal{S}^{\prime}\left(\mathbb{R}^{2}\right)$ is injective. As the function $\phi_{z} \in \mathcal{S}^{\prime}\left(\mathbb{R}^{2}\right)$ is a fundamental solution of $D-z$, from (2.8) one obtains

$$
f=\phi_{z} *\left[i(\sigma \cdot \nu)\left(f_{+}-f_{-}\right) \delta_{\Sigma}\right] .
$$

Due to $f \in \operatorname{dom} B$ we have $f_{ \pm} \in H^{\frac{1}{2}}\left(\Omega_{ \pm}, \mathbb{C}^{2}\right)$, and, hence

$$
g:=i(\sigma \cdot \nu)\left(\gamma_{+} f-\gamma_{-} f\right) \in L^{2}\left(\Sigma, \mathbb{C}^{2}\right)
$$

Then

$$
f=\phi_{z} * g=\int_{\Sigma} \phi_{z}(\cdot-y) g(y) \mathrm{d} s(y) \equiv \Phi_{z} g .
$$

With the help of (2.7) we obtain

$$
\begin{aligned}
0 & =\left(\varepsilon \sigma_{0}+\mu \sigma_{3}\right) \frac{\gamma_{+} f+\gamma_{-} f}{2}+i(\sigma \cdot \nu)\left(\gamma_{+} f-\gamma_{-} f\right) \\
& =\left(\varepsilon \sigma_{0}+\mu \sigma_{3}\right) \mathcal{C}_{z} g+g=\Theta_{z} g
\end{aligned}
$$

which implies $g \in \operatorname{ker} \Theta_{z}$. Hence, $\operatorname{ker}(B-z) \subset \Phi_{z} \operatorname{ker} \Theta_{z}$.
For the sake of completeness, we include the proof of the following important statement (which is based on similar ideas):

Lemma 2.2. The operator $C_{\Sigma}^{2}-\frac{1}{4}$ is compact in $L^{2}\left(\Sigma, \mathbb{C}^{2}\right)$.
Proof. Let $h \in L^{2}\left(\Sigma, \mathbb{C}^{2}\right)$ and $z \in \mathbb{C} \backslash \operatorname{spec} A$. Consider $f:=\Phi_{z} h$, then $(D-z) f=0$ in $\Omega_{ \pm}$. Consider further the function

$$
\tilde{f}: \mathbb{R}^{2} \ni x \mapsto \begin{cases}f(x), & x \in \Omega_{+} \\ 0, & \text { otherwise }\end{cases}
$$

One has $\gamma_{+} \widetilde{f}=\gamma_{+} f$ and $\gamma_{-} \widetilde{f}=0$, with $(D-z) \widetilde{f}=0$ in $\Omega_{ \pm}$, and (1.4) gives

$$
(D-z) \widetilde{f}=i(\sigma \cdot \nu)\left(\gamma_{+} \widetilde{f}-\gamma_{-} \widetilde{f}\right) \delta_{\Sigma} \equiv i(\sigma \cdot \nu) \gamma_{+} f \delta_{\Sigma} \text { in } \mathcal{D}^{\prime}\left(\mathbb{R}^{2}\right)
$$

which implies $\tilde{f}=\phi_{z} *\left[i(\sigma \cdot \nu) \gamma_{+} f \delta_{\Sigma}\right] \equiv \Phi_{z} i(\sigma \cdot \nu) \gamma_{+} f$. In particular,

$$
\begin{equation*}
\Phi_{z} i(\sigma \cdot \nu) \gamma_{+} f=f=\Phi_{z} h \text { in } \Omega_{+} . \tag{2.9}
\end{equation*}
$$

Remark that by the construction of $f$ we have

$$
\gamma_{+} f=\left(-\frac{i(\sigma \cdot \nu)}{2}+\mathcal{C}_{z}\right) h
$$

Use this last equality in 2.9 and then apply $\gamma_{+}$on the both parts, then one arrives at

$$
\left(-\frac{i(\sigma \cdot \nu)}{2}+\mathcal{C}_{z}\right) i(\sigma \cdot \nu)\left(-\frac{i(\sigma \cdot \nu)}{2}+\mathcal{C}_{z}\right) h=\left(-\frac{i(\sigma \cdot \nu)}{2}+\mathcal{C}_{z}\right) h
$$

which after a simple algebra takes the form

$$
\mathcal{C}_{z} i(\sigma \cdot \nu) \mathcal{C}_{z} h=-\frac{i(\sigma \cdot \nu)}{4} h
$$

and results in the identity

$$
\begin{equation*}
\left(\mathcal{C}_{z}(\sigma \cdot \nu)\right)^{2}=-\frac{1}{4} I \tag{2.10}
\end{equation*}
$$

The identities are well-known for the three-dimensional case [1, Lemma 3.3], but we gave a complete argument to stay self-contained. Further remark that

$$
\sigma \cdot \nu=\left(\begin{array}{cc}
0 & n^{*} \\
n & 0
\end{array}\right)
$$

where $n$ is the operator of multiplication by $\nu_{1}+i \nu_{2}$. Using (2.5) we write

$$
\mathcal{C}_{z}=\left(\begin{array}{cc}
0 & C_{\Sigma} t^{*} \\
t C_{\Sigma}^{*} & 0
\end{array}\right)+M_{0}
$$

with a compact operator $M_{0}$. We have $t^{*} n=-i I$, so the substitution into (2.10) gives, with some compact operators $M_{j}$,

$$
\left.-\frac{1}{4} I=\left[\begin{array}{cc}
-i C_{\Sigma} & 0 \\
0 & t C_{\Sigma}^{*} n^{*}
\end{array}\right)+M_{1}\right]^{2}=\left(\begin{array}{cc}
-C_{\Sigma}^{2} & 0 \\
0 & \left(t C_{\Sigma}^{*} n^{*}\right)^{2}
\end{array}\right)+M_{2},
$$

and the upper left block gives the sought result.

$$
\text { 3. CASE }|\varepsilon|=|\mu|
$$

We first consider the self-adjointness of $B$ for $|\varepsilon|=|\mu|$.
Theorem 3.1. The operator $B$ in (1.6) is self-adjoint for $|\varepsilon|=|\mu|$.
Proof. In the case $\varepsilon=\mu=0$ we have obviously $B=A$. From now on let

$$
\mu= \pm \varepsilon \text { with } \varepsilon \neq 0 .
$$

Consider the following maps

$$
\begin{aligned}
& P_{+}: L^{2}(\Sigma) \ni f \mapsto\binom{f}{0} \in L^{2}\left(\Sigma, \mathbb{C}^{2}\right), \\
& P_{-}: L^{2}(\Sigma) \ni f \mapsto\binom{0}{f} \in L^{2}\left(\Sigma, \mathbb{C}^{2}\right),
\end{aligned}
$$

and their adjoints

$$
\begin{aligned}
& P_{+}^{*}: L^{2}\left(\Sigma, \mathbb{C}^{2}\right) \ni\binom{f_{1}}{f_{2}} \mapsto f_{1} \in L^{2}(\Sigma), \\
& P_{-}^{*}: L^{2}\left(\Sigma, \mathbb{C}^{2}\right) \ni\binom{f_{1}}{f_{2}} \mapsto f_{2} \in L^{2}(\Sigma) .
\end{aligned}
$$

We set

$$
P:=P_{ \pm} \text {for } \varepsilon= \pm \mu .
$$

As the operator $B$ is symmetric, it is sufficient to show that $\operatorname{ran}(B-z)=$ $L^{2}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right)$ for any $z \in \mathbb{C} \backslash \mathbb{R}$. For that, we will explicitly construct the inverse $(B-z)^{-1}$.

Let $z \in \mathbb{C} \backslash \mathbb{R}$. As $B$ is symmetric, $\operatorname{ker}(B-z)=\{0\}$, and Lemma 2.1 implies $\operatorname{ker} \Theta_{z}=\{0\}$. Remark that in the present case, we have

$$
\begin{gathered}
\Theta_{z}=I+2 \varepsilon P P^{*} \mathcal{C}_{z}, \quad \Theta_{z} P=P+2 \varepsilon P P^{*} \mathcal{C}_{z} P \equiv 2 \varepsilon P \lambda_{z} \\
\text { for } \lambda_{z}:=\frac{1}{2 \varepsilon} I+P^{*} \mathcal{C}_{z} P: \quad L^{2}\left(\Sigma, \mathbb{C}^{2}\right) \rightarrow L^{2}\left(\Sigma, \mathbb{C}^{2}\right) \equiv \frac{1}{2 \varepsilon} I+(z \pm m) S_{z}
\end{gathered}
$$

with the operator $S_{z}: L^{2}(\Sigma) \rightarrow L^{2}(\Sigma)$ given by

$$
\left(S_{z} g\right)(x):=\frac{1}{2 \pi} \int_{\Sigma} K_{0}\left(\sqrt{m^{2}-z^{2}}|x-y|\right) g(y) \mathrm{d} s(y), \quad x \in \Sigma, \quad g \in L^{2}(\Sigma) .
$$

The integral kernel of $S_{z}$ has a logarithmic singularity on the diagonal, therefore, $S_{z}$ is Hilbert-Schmidt (in particular, compact). It follows that $\lambda_{z}$ is a Fredholm operator of index zero. From the injectivity of $\Theta_{z}$ and $P$ one obtains the injectivity of $\lambda_{z}$, and it follows that $\lambda_{z}: L^{2}(\Sigma) \rightarrow L^{2}(\Sigma)$ is bijective.

Now we are going to show that the operator

$$
R(z):=(A-z)^{-1}-\Phi_{z} P \lambda_{z}^{-1} P^{*} \Phi_{\bar{z}}^{*},
$$

is the inverse of $B-z$. Let $v \in L^{2}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right)$. Due to (2.2) one has

$$
f:=R(z) v \in H^{\frac{1}{2}}\left(\mathbb{R}^{2} \backslash \Sigma, \mathbb{C}^{2}\right) .
$$

Using the jump formulas 2.7 we obtain

$$
\begin{aligned}
\frac{\gamma_{+} f+\gamma_{-} f}{2} & =\gamma(A-z)^{-1} v-\mathcal{C}_{z} P \lambda_{z}^{-1} P^{*} \Phi_{\bar{z}}^{*} v \equiv \Phi_{\bar{z}}^{*} v-\mathcal{C}_{z} P \lambda_{z}^{-1} P^{*} \Phi_{\bar{z}}^{*} v, \\
\gamma_{+} f-\gamma_{-} f & =i(\sigma \cdot \nu) P \lambda_{z}^{-1} P^{*} \Phi_{\bar{z}}^{*} v
\end{aligned}
$$

We have then

$$
\begin{aligned}
\left(\varepsilon \sigma_{0}+\mu \sigma_{3}\right) & \frac{\gamma_{+} f+\gamma_{-} f}{2}+i(\sigma \cdot \nu)\left(\gamma_{+}-\gamma_{-} f\right) \\
& \equiv 2 \varepsilon P P^{*} \frac{\gamma_{+} f+\gamma_{-} f}{2}+i(\sigma \cdot \nu)\left(\gamma_{+}-\gamma_{-} f\right) \\
& =2 \varepsilon P P^{*}\left(\Phi_{\bar{z}}^{*} v-\mathcal{C}_{z} P \lambda_{z}^{-1} P^{*} \Phi_{\bar{z}}^{*} v\right)+i(\sigma \cdot \nu) i(\sigma \cdot \nu) P \lambda_{z}^{-1} P^{*} \Phi_{\bar{z}}^{*} v \\
& =2 \varepsilon P P^{*}\left(\Phi_{\bar{z}}^{*} v-\mathcal{C}_{z} P \lambda_{z}^{-1} P^{*} \Phi_{\bar{z}}^{*} v\right)-P \lambda_{z}^{-1} P^{*} \Phi_{\bar{z}}^{*} v \\
& =P\left(2 \varepsilon I-2 \varepsilon P^{*} \mathcal{C}_{z} P \lambda_{z}^{-1}-\lambda_{z}^{-1}\right) P^{*} \Phi_{\bar{z}}^{*} v,
\end{aligned}
$$

while

$$
\begin{aligned}
2 \varepsilon-2 \varepsilon P^{*} \mathcal{C}_{z} P \lambda_{z}^{-1}-\lambda_{z}^{-1} & =2 \varepsilon I-2 \varepsilon\left(P^{*} \mathcal{C}_{z} P+\frac{1}{2 \varepsilon} I\right) \lambda_{z}^{-1} \\
& =2 \varepsilon I-2 \varepsilon \lambda_{z} \lambda_{z}^{-1}=0 .
\end{aligned}
$$

This shows that $f$ satisfies the transmission condition (1.5) and, therefore, $f \in \operatorname{dom} B$.
Further, in $\mathcal{D}^{\prime}\left(\mathbb{R}^{2} \backslash \Sigma, \mathbb{C}^{2}\right)$ we have $(D-z) \Phi_{z} P \lambda_{z}^{-1} P^{*} \Phi_{\bar{z}}^{*} v=0$, therefore,

$$
(B-z) f=(D-z) f=(D-z)(A-z)^{-1} v=(A-z)(A-z)^{-1} v=v,
$$

which shows $R(z)=(B-z)^{-1}$.

## 4. Case $|\varepsilon| \neq|\mu|$

For $|\varepsilon| \neq|\mu|$ the matrix $\varepsilon \sigma_{0}+\mu \sigma_{3}$ is invertible, with

$$
\left(\varepsilon \sigma_{0}+\mu \sigma_{3}\right)^{-1}=\frac{1}{\varepsilon^{2}-\mu^{2}}\left(\varepsilon \sigma_{0}-\mu \sigma_{3}\right),
$$

and it will be more convenient to consider the auxiliary bounded linear operators

$$
\Lambda_{z}:=\frac{1}{\varepsilon^{2}-\mu^{2}}\left(\varepsilon \sigma_{0}-\mu \sigma_{3}\right)+\mathcal{C}_{z} \equiv\left(\varepsilon \sigma_{0}+\mu \sigma_{3}\right)^{-1} \Theta_{z}
$$

for $z \in(\mathbb{C} \backslash \operatorname{spec} A) \cup\{m\}$. The symmetry property $\phi_{z}(y-x)^{*}=\phi_{\bar{z}}(x-y)$ entails that both $\mathcal{C}_{z}$ and $\Lambda_{z}$ are self-adjoint for real admissible $z$.

The following assertion can be viewed as a simplified version of the results of [5], and this is the entry point for the subsequent analysis:
Theorem 4.1. Let $|\varepsilon| \neq|\mu|$ such that the operator $\Lambda_{a}$ is Fredholm for some $a \in(\mathbb{C} \backslash \operatorname{spec} A) \cup\{m\}$, then the operator $B$ in 1.6 is self-adjoint.

Proof. As the domain and the self-adjointness of $B$ are independent of the choice of $m$ (which just adds a bounded symmetric perturbation), it is convenient to assume $m>0$.

Let $\Lambda_{a}$ be Fredholm. As noted above, for any $z \in \mathbb{C} \backslash \operatorname{spec} A$ the difference $\Lambda_{z}-\Lambda_{a} \equiv \mathcal{C}_{z}-\mathcal{C}_{a}$ is a compact operator, and it follows that $\Lambda_{z}$ is also Fredholm and has the same index as $\Lambda_{a}$.

Now let $z \in(-m, m) \subset \mathbb{C} \backslash \operatorname{spec} A$, then $\Lambda_{z}$ is self-adjoint. From the Fredholmness and the self-adjointness, it follows that the index of $\Lambda_{z}$ is zero. We have just seen above that the index is independent of $z$, so $\Lambda_{z}$ is Fredholm of index zero for all $z \in \mathbb{C} \backslash \operatorname{spec} A$.

As $B$ is symmetric, and in order to show its self-adjointness it is sufficient to show that $\operatorname{ran}(B-z)=L^{2}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right)$ for all $z \in \mathbb{C} \backslash \mathbb{R}$. We will do it by constructing explicitly the inverse $(B-z)^{-1}$ defined on $L^{2}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right)$.

Let $z \in \mathbb{C} \backslash \mathbb{R}$. As $B$ is symmetric, there holds $\operatorname{ker}(B-z)=\{0\}$. By Lemma 2.1 one obtains ker $\Lambda_{z}=\{0\}$. As $\Lambda_{z}$ is Fredholm of index zero, one has $\operatorname{ran} \Lambda_{z}=L^{2}\left(\Sigma, \mathbb{C}^{2}\right)$, so $\Lambda_{z}: L^{2}\left(\Sigma, \mathbb{C}^{2}\right) \rightarrow L^{2}\left(\Sigma, \mathbb{C}^{2}\right)$ is bijective with a bounded inverse. Consider the bounded linear operator

$$
R(z)=(A-z)^{-1}-\Phi_{z} \Lambda_{z}^{-1} \Phi_{\bar{z}}^{*}: L^{2}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right) \rightarrow L^{2}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right)
$$

We are going to show that $R(z)=(B-z)^{-1}$.
Let $v \in L^{2}\left(\mathbb{R}^{2}, \mathbb{C}^{2}\right)$. Due to 2.2 one has

$$
f:=R(z) v \in H^{\frac{1}{2}}\left(\mathbb{R}^{2} \backslash \Sigma, \mathbb{C}^{2}\right)
$$

Using (2.7) we obtain

$$
\begin{aligned}
\frac{\gamma_{+} f+\gamma_{-} f}{2} & =\gamma(A-z)^{-1} v-\mathcal{C}_{z} \Lambda_{z}^{-1} \Phi_{\bar{z}}^{*} v=\Phi_{\bar{z}}^{*} v-\mathcal{C}_{z} \Lambda_{z}^{-1} \Phi_{\bar{z}}^{*} v \\
\gamma_{+} f-\gamma_{-} f & =i(\sigma \cdot \nu)\left(\Lambda_{z}\right)^{-1} \Phi_{\bar{z}}^{*} v
\end{aligned}
$$

Then

$$
\begin{aligned}
& \left(\varepsilon \sigma_{0}+\mu \sigma_{3}\right) \frac{\gamma_{+} f+\gamma_{-} f}{2}+i(\sigma \cdot \nu)\left(\gamma_{+} f-\gamma_{-} f\right) \\
& \quad=\left[\left(\varepsilon \sigma_{0}+\mu \sigma_{3}\right)\left(I-\mathcal{C}_{z} \Lambda_{z}^{-1}\right)-\Lambda_{z}^{-1}\right] \Phi_{\bar{z}}^{*} v
\end{aligned}
$$

while

$$
\begin{aligned}
\left(\varepsilon \sigma_{0}+\mu \sigma_{3}\right)\left(I-\mathcal{C}_{z} \Lambda_{z}^{-1}\right)-\Lambda_{z}^{-1} & =\left[\left(\varepsilon \sigma_{0}+\mu \sigma_{3}\right)\left(\Lambda_{z}-\mathcal{C}_{z}\right)-I\right] \Lambda_{z}^{-1} \\
& =\left[\left(\varepsilon \sigma_{0}+\mu \sigma_{3}\right) \frac{1}{\varepsilon^{2}-\mu^{2}}\left(\varepsilon \sigma_{0}-\mu \sigma_{3}\right)-I\right] \Lambda_{z}^{-1} \\
& =(I-I) \Lambda_{z}^{-1}=0
\end{aligned}
$$

This shows that $f$ satisfies the transmission condition (1.5), i.e. $f \in \operatorname{dom} B$. In addition, in $\mathcal{D}^{\prime}\left(\mathbb{R}^{2} \backslash \Sigma\right)$ we have $(D-z) \Phi_{z} \Lambda_{z}^{-1} \Phi_{\bar{z}}^{*}=0$, therefore,

$$
\begin{aligned}
(B-z) f & =(D-z) f=(D-z) R(z) v \\
& =(D-z)(A-z)^{-1}=(A-z)(A-z)^{-1} v=v
\end{aligned}
$$

which shows the required identity $R(z)=(B-z)^{-1}$.
The following lemma gives a precise range of $(\varepsilon, \mu)$ for which $B$ is selfadjoint without additional assumptions on $\Sigma$.

Theorem 4.2. Assume that $|\varepsilon|<|\mu|$, then $B$ is self-adjoint.
Proof. By Proposition 4.1 it is sufficient to show that $\left(\varepsilon^{2}-\mu^{2}\right) \Lambda_{m}$ is Fredholm. Using 2.5 we represent

$$
\begin{aligned}
\left(\varepsilon^{2}-\mu^{2}\right) \Lambda_{m} & =\left(\varepsilon \sigma_{0}-\mu \sigma_{3}\right)+\left(\varepsilon^{2}-\mu^{2}\right) \mathcal{C}_{m} \\
& =\left(\varepsilon \sigma_{0}-\mu \sigma_{3}\right)+\left(\varepsilon^{2}-\mu^{2}\right)\left(\begin{array}{cc}
0 & C_{\Sigma} t^{*} \\
t C_{\Sigma}^{*} & 0
\end{array}\right)=\varepsilon \sigma_{0}+\Gamma \\
\text { with } \Gamma & :=\left(\begin{array}{cc}
-\mu & \left(\varepsilon^{2}-\mu^{2}\right) C_{\Sigma} t^{*} \\
\left(\varepsilon^{2}-\mu^{2}\right) t C_{\Sigma}^{*} & \mu
\end{array}\right)
\end{aligned}
$$

Remark that $\Gamma$ is self-adjoint and

$$
\Gamma^{2}=\mu^{2}+\left(\varepsilon^{2}-\mu^{2}\right)^{2}\left(\begin{array}{cc}
C_{\Sigma} C_{\Sigma}^{*} & 0 \\
0 & t C_{\Sigma}^{*} C_{\Sigma} t^{*}
\end{array}\right)
$$

The last term is a non-negative operator, which shows

$$
\operatorname{spec}\left(\Gamma^{2}\right) \subset\left[\mu^{2}, \infty\right), \quad \operatorname{spec} \Gamma \cap(-|\mu|,|\mu|)=\emptyset
$$

Therefore, if $|\varepsilon|<|\mu|$, then the operator

$$
\left(\varepsilon^{2}-\mu^{2}\right) \Lambda_{m} \equiv \varepsilon+\Gamma: L^{2}\left(\Sigma, \mathbb{C}^{2}\right) \rightarrow L^{2}\left(\Sigma, \mathbb{C}^{2}\right)
$$

is an isomorphism and, in particular, Fredholm.
By summarizing Theorems 3.1 and 4.2 we arrive at
Corollary 4.3. The operator $B$ is self-adjoint for any $(\varepsilon, \mu)$ with $|\varepsilon| \leq|\mu|$.
Remark that the preceding discussion is valid without any additional assumptions on $\Sigma$ (i.e. only assumes that $\Sigma$ is Lipschitz). Under stronger geometric assumptions one can indeed enlarge the range of parameters for which the self-adjointness is guaranteed. The following result follows implicitly from the machinery of [5], but we prefer to give an explicit formulation with a direct argument.

Theorem 4.4. If $\Sigma$ is $C^{1}$-smooth and $\varepsilon^{2}-\mu^{2} \neq 4$, then $B$ is self-adjoint.
Proof. The case $|\varepsilon|=|\mu|$ is already covered by Theorem 3.1, so from now on assume $|\varepsilon| \neq|\mu|$. By Proposition 4.1 it is sufficient to show that $\Lambda_{m}$ is Fredholm. Due to the self-adjointness of $\Lambda_{m}$ this is equivalent to

$$
\begin{equation*}
0 \notin \operatorname{spec}_{\mathrm{ess}}\left(\varepsilon^{2}-\mu^{2}\right) \Lambda_{m} \tag{4.1}
\end{equation*}
$$

Using (2.5) we represent

$$
\begin{aligned}
\left(\varepsilon^{2}-\mu^{2}\right) \Lambda_{m} & =\left(\varepsilon \sigma_{0}-\mu \sigma_{3}\right)+\left(\varepsilon^{2}-\mu^{2}\right) \mathcal{C}_{m} \\
& =\left(\varepsilon \sigma_{0}-\mu \sigma_{3}\right)+\left(\varepsilon^{2}-\mu^{2}\right)\left(\begin{array}{cc}
0 & C_{\Sigma} t^{*} \\
t C_{\Sigma}^{*} & 0
\end{array}\right)=\varepsilon \sigma_{0}+\Gamma \\
\text { with } \Gamma & :=\left(\begin{array}{cc}
-\mu I & \left(\varepsilon^{2}-\mu^{2}\right) C_{\Sigma} t^{*} \\
\left(\varepsilon^{2}-\mu^{2}\right) t C_{\Sigma}^{*} & \mu I
\end{array}\right)
\end{aligned}
$$

By [15, Theorem 3.2] the operator $C_{\Sigma}-C_{\Sigma}^{*}$ is compact, therefore,

$$
\Gamma=\left(\begin{array}{cc}
-\mu & \left(\varepsilon^{2}-\mu^{2}\right) C_{\Sigma} t^{*} \\
\left(\varepsilon^{2}-\mu^{2}\right) t C_{\Sigma} & \mu
\end{array}\right)+M_{0}
$$

with some compact operator $M_{0}$. Using Lemma 2.2 we obtain, with some compact operators $M_{1}$ and $M_{2}$,

$$
\begin{aligned}
\Gamma^{2} & =\mu^{2}+\left(\varepsilon^{2}-\mu^{2}\right)^{2}\left(\begin{array}{cc}
C_{\Sigma}^{2} & 0 \\
0 & t C_{\Sigma}^{2} t^{*}
\end{array}\right)+M_{1} \\
& \equiv \mu^{2}+\frac{\left(\varepsilon^{2}-\mu^{2}\right)^{2}}{4}\left(\begin{array}{ll}
I & 0 \\
0 & I
\end{array}\right)+M_{2} .
\end{aligned}
$$

It follows that

$$
\operatorname{spec}_{\mathrm{ess}}\left(\Gamma^{2}\right)=\mu^{2}+\frac{\left(\varepsilon^{2}-\mu^{2}\right)^{2}}{4}
$$

and the self-adjointness of $\Gamma$ implies

$$
\operatorname{spec}_{\mathrm{ess}} \Gamma \in\left\{-\sqrt{\mu^{2}+\frac{\left(\varepsilon^{2}-\mu^{2}\right)^{2}}{4}}, \sqrt{\mu^{2}+\frac{\left(\varepsilon^{2}-\mu^{2}\right)^{2}}{4}}\right\}
$$

Due to the above identity $\left(\varepsilon^{2}-\mu^{2}\right) \Lambda_{m}=\varepsilon+\Gamma$ the condition 4.1) is equivalent to

$$
|\varepsilon| \neq \sqrt{\mu^{2}+\frac{\left(\varepsilon^{2}-\mu^{2}\right)^{2}}{4}}, \text { i.e. } \varepsilon^{2}-\mu^{2} \neq \frac{\left(\varepsilon^{2}-\mu^{2}\right)^{2}}{4}
$$

which reduces to $\varepsilon^{2}-\mu^{2} \neq 4$.

## 5. FREDHOLMNESS FOR CURVILINEAR POLYGONS

From now assume that $\Sigma$ is a piecewise $C^{1}$-smooth Lipschitz curve, with finitely many corner points $a_{1}, \ldots, a_{n}$. For each corner $a_{j}$, let

$$
\theta_{j} \in(0,2 \pi) \backslash\{\pi\}
$$

be the non-oriented interior angle of $\Sigma$ at the point $a_{j}$ measured inside $\Omega_{+}$. Our main goal is to give a complete characterization of the values of $\varepsilon$ and $\mu$ for which the operators $\Lambda_{z}$ are Fredholm in $L^{2}\left(\Sigma, \mathbb{C}^{2}\right)$. To do so, we are going to implement the technique proposed by Shelepov [18]. Remark that some components of the approach implicitly appear in other works [9, 12].

Actually the work [18] also applies to the so-called Radon curves, which are more general than curvilinear polygons, but we prefer to restrict our attention to the case of piecewise $C^{1}$-smooth curves in order to avoid a
series of involved definitions. Let us first describe the general scheme of 18.

Denote

$$
\mathbb{S}:=\left\{x \in \mathbb{R}^{2}:|x|=1\right\}
$$

and let $M_{k}$ be the space of $k \times k$ complex matrices. Let

$$
G: \mathbb{R} \times \mathbb{R} \times \mathbb{S} \times \mathbb{S} \times \mathbb{S} \rightarrow M_{k}
$$

be a matrix-valued function whose entries $G_{i, j}$ are Lipschitz (with respect to all variables) and such that for some $C>0$ one has

$$
\begin{equation*}
\left|G_{i j}(x, y, \xi, \eta, \zeta)\right| \leq C(|\langle\xi, \zeta\rangle|+|\langle\eta, \zeta\rangle|) \tag{5.1}
\end{equation*}
$$

for all $(x, y, \xi, \eta, \zeta)$.
Consider the bounded integral operator $T: L^{2}\left(\Sigma, \mathbb{C}^{k}\right) \rightarrow L^{2}\left(\Sigma, \mathbb{C}^{k}\right)$,

$$
\begin{gathered}
T g(x)=\int_{\Sigma} \frac{1}{|x-y|} G\left(x, y, \nu(x), \nu(y), \frac{x-y}{|x-y|}\right) g(y) \mathrm{ds}(y) \\
x, y \in \Sigma, \quad g \in L^{2}\left(\Sigma, \mathbb{C}^{k}\right)
\end{gathered}
$$

We assume without loss of generality that each connected component of $\Sigma$ is oriented in the anticlockwise sense. Fix a corner point $a$ on $\Sigma$ with an interior angle $\theta$. A small arc of $\Sigma$ around $a$ is separated by $a$ into two nonempty parts $\Gamma_{+}$and $\Gamma_{-}$that project in one-to-one fashion on the one-sided tangents to $\Sigma$ at $a$, and denote the projections by $\overline{\Gamma_{+}}$and $\overline{\Gamma_{-}}$respectively. Let $\tau_{+}$and $\tau_{-}$be the unit vectors along $\overline{\Gamma_{+}}$and $\overline{\Gamma_{-}}$directed away from the corner $a$, and let $\nu_{+}(a)$ and $\nu_{-}(a)$ be the corresponding one-sided limits of the inner normal to $\Sigma$ at $a$. We then denote by $\tau=-\tau_{-}$the unit vector of the left positive tangent to $\Sigma$ at $a$ and by $\nu(a)=\nu_{-}(a)$ the vector obtained from $\tau$ by a counterclockwise rotation through the angle $\pi / 2$, see Figure 1. Finally, we will use the parameters

$$
\xi:=\eta+\frac{i}{2}, \quad \eta \in \mathbb{R}
$$



Figure 1. Construction near a corner $a$.

Following [18], we define a function $\zeta: \mathbb{R} \rightarrow \mathbb{R}$ and matrix-valued functions

$$
H_{a}^{(j)}: \mathbb{R}+\frac{i}{2} \rightarrow M_{k}, \quad j \in\{1,2\}
$$

by

$$
\begin{aligned}
\zeta(t) & =\frac{\left(e^{-\frac{t}{2}} \cos \theta-e^{\frac{t}{2}}\right) \tau-\nu e^{-\frac{t}{2}} \sin \theta}{\sqrt{e^{t}+e^{-t}-2 \cos \theta}} \\
H_{a}^{(1)}(\xi) & =\int_{-\infty}^{\infty} \frac{e^{(i \xi+1 / 2) t}}{\sqrt{e^{t}+e^{-t}-2 \cos \theta}} G(a, a, \nu,-\tau \sin \theta-\nu \cos \theta, \zeta(-t)) \mathrm{d} t, \\
H_{a}^{(2)}(\xi) & =\int_{-\infty}^{\infty} \frac{e^{(i \xi+1 / 2) t}}{\sqrt{e^{t}+e^{-t}-2 \cos (\theta)}} G(a, a,-\tau \sin \theta-\nu \cos \theta, \nu,-\zeta(t)) \mathrm{d} t,
\end{aligned}
$$

and set

$$
\Delta_{a}(\xi)=\operatorname{det}\left(\sigma_{0}-H_{a}^{(1)}(\xi) H_{a}^{(2)}(\xi)\right), \quad \xi \in \mathbb{R}+\frac{i}{2}
$$

The following result was shown in [18, Theorem 2]:
Proposition 5.1. The operator $I-T$ is Fredholm in $L^{2}\left(\Sigma, \mathbb{C}^{2}\right)$ if and only if

$$
\Delta_{a_{j}}(\xi) \neq 0 \text { for all } \xi \in \mathbb{R}+\frac{i}{2} \text { and all corners } a_{1}, \ldots, a_{n} \text { of } \Sigma
$$

We are now going to apply this machinery to our particular situation. For $\theta \in(0,2 \pi)$ consider the function

$$
M_{\theta}: \mathbb{R} \ni x \mapsto \frac{\cosh ((\pi-\theta) x)}{2(1+\cosh (\pi x))} \in \mathbb{R}
$$

and denote

$$
m(\theta):=\sup _{x \in \mathbb{R}} M_{\theta}(x) .
$$

We have the obvious symmetry

$$
\begin{equation*}
m(\theta)=m(2 \pi-\theta) \text { for any } \theta \in(0,2 \pi) \tag{5.2}
\end{equation*}
$$

The following elementary properties of $m$ will be needed as well:
Proposition 5.2. For any $\omega \in(0, \pi)$ there holds

$$
\begin{equation*}
\frac{1}{4} \leq m(\omega) \leq \frac{1}{2} \tag{5.3}
\end{equation*}
$$

Moreover, the function $\omega \mapsto m(\omega)$ is non-increasing, with

$$
\begin{equation*}
\lim _{\omega \rightarrow 0^{+}} m(\omega)=\frac{1}{2} \tag{5.4}
\end{equation*}
$$

and

$$
\begin{equation*}
m(\omega)=\frac{1}{4} \text { for all } \omega \in\left[\frac{\pi}{2}, \pi\right) \tag{5.5}
\end{equation*}
$$

Proof. For any $|a| \leq|b|$ we have $\cosh a \leq \cosh b$. It follows that for any $x \in \mathbb{R}$ there holds

$$
\frac{1}{4}=M_{\omega}(0) \leq M_{\omega}(x)=\frac{\cosh ((\pi-\omega) x)}{2(1+\cosh (\pi x))} \leq \frac{\cosh (\pi x)}{2(1+\cosh (\pi x))} \leq \frac{1}{2},
$$

which gives (5.3). For $0<\omega \leq \omega^{\prime}<\pi$ and any $x \in \mathbb{R}$ one has

$$
M_{\omega^{\prime}}(x)=\frac{\cosh \left(\left(\pi-\omega^{\prime}\right) x\right)}{2(1+\cosh (\pi x))} \leq \frac{\cosh ((\pi-\omega) x)}{2(1+\cosh (\pi x))}=M_{\omega}(x),
$$

so taking the supremum over all $x$ one shows $m\left(\omega^{\prime}\right) \leq m(\omega)$, i.e. $m$ is non-increasing. In addition, for any fixed $x$ the function $\theta \mapsto M_{\theta}(x)$ is non-increasing too. It follows

$$
\begin{aligned}
\lim _{\omega \rightarrow 0^{+}} m(\omega) & =\sup _{\omega \in(0, \pi)} m(\omega)=\sup _{\omega \in(0, \pi)} \sup _{x \in \mathbb{R}} M_{\omega}(x) \\
& =\sup _{x \in \mathbb{R}} \sup _{\omega \in(0, \pi)} M_{\omega}(x)=\sup _{x \in \mathbb{R}} \lim _{\omega \rightarrow 0^{+}} M_{\omega}(x) \\
& =\sup _{x \in \mathbb{R}^{( }} \lim _{\omega \rightarrow 0^{+}} \frac{\cosh ((\pi-\omega) x)}{2(1+\cosh (\pi x))}=\sup _{x \in \mathbb{R}} \frac{\cosh (\pi x)}{2(1+\cosh (\pi x))}=\frac{1}{2} .
\end{aligned}
$$

We further remark that for any $\omega \in(0, \pi)$ the function $M_{\theta}$ is even, and for any $x \geq 0$ one has

$$
\begin{aligned}
M_{\omega}^{\prime}(x)= & \frac{1}{2(1+\cosh (\pi x))^{2}}[(\pi-\omega) \sinh ((\pi-\omega) x)(1+\cosh (\pi x)) \\
& -\pi \cosh ((\pi-\omega) x) \sinh (\pi x)] \\
\equiv & \frac{\pi(1+\cosh (\pi x)) \cosh ((\pi-\omega) x)}{2(1+\cosh (\pi x))^{2}} N_{\omega}(x)
\end{aligned}
$$

with

$$
\begin{aligned}
N_{\omega}(x) & :=\frac{\pi-\omega}{\pi} \frac{\sinh ((\pi-\omega) x)}{\cosh ((\pi-\omega) x)}-\frac{\sinh (\pi x)}{1+\cosh (\pi x)} \\
& \equiv \frac{\pi-\omega}{\pi} \frac{\sinh ((\pi-\omega) x)}{\cosh ((\pi-\omega) x)}-\frac{\sinh \frac{\pi x}{2}}{\cosh \frac{\pi x}{2}} \\
& \equiv \frac{\pi-\omega}{\pi} \tanh ((\pi-\omega) x)-\tanh \frac{\pi x}{2}
\end{aligned}
$$

The function $[0, \infty) \ni a \mapsto \tanh a$ in increasing, therefore, $N_{\omega}(x)<0$ for all $x>0$ and $\omega \in\left[\frac{\pi}{2}, \pi\right)$, and then $M_{\omega}^{\prime}(x)<0$ for the same $x$ and $\omega$. Then for each $\omega \in\left[\frac{\pi}{2}, \pi\right)$ the function $M_{\omega}$ is decreasing on $(0,+\infty)$, and by parity its maximum is located at the origin, i.e.

$$
m(\omega)=\sup _{x \in \mathbb{R}} M_{\omega}(x)=M_{\omega}(0)=\frac{1}{4} \text { for all } \omega \in\left[\frac{\pi}{2}, \pi\right) .
$$

Remark 5.3. The condition for $\omega$ in (5.5) is not expected to be optimal. A rough numerical simulation indicates that

$$
\min \left\{\omega \in(0, \pi): m(\omega)=\frac{1}{4}\right\} \simeq 0.3 \pi .
$$

Using the above preparations we arrive at the main result:
Theorem 5.4. Denote by $\omega$ the smallest angle of $\Sigma$, defined by

$$
\omega:=\min _{j \in\{1, \ldots, n\}} \min \left\{\theta_{j}, 2 \pi-\theta_{j}\right\} \in(0, \pi) .
$$

If

$$
\begin{equation*}
\varepsilon^{2}-\mu^{2}<\frac{1}{m(\omega)} \text { or } \varepsilon^{2}-\mu^{2}>16 m(\omega), \tag{5.6}
\end{equation*}
$$

then the operator $B$ is self-adjoint.
Proof. As the case $|\varepsilon| \leq|\mu|$ is already covered by Corollary 4.3, for the rest of the proof we assume

$$
|\varepsilon|>|\mu| .
$$

By Theorem 4.1 it is sufficient to show that $\Lambda_{m}$ is Fredholm, which is in turn equivalent to the Fredholmness of the operator

$$
\Theta_{m} \equiv\left(\varepsilon \sigma_{0}+\mu \sigma_{3}\right) \Lambda_{m} \equiv I+\left(\varepsilon \sigma_{0}+\mu \sigma_{3}\right) \mathcal{C}_{m}: L^{2}\left(\Sigma, \mathbb{C}^{2}\right) \rightarrow L^{2}\left(\Sigma, \mathbb{C}^{2}\right)
$$

Eq. (2.5) for $\mathcal{C}_{m}$ gives the representation

$$
\Theta_{m} g(x)=g-\int_{\Sigma} \frac{1}{|x-y|} G\left(x, y, \nu(x), \nu(y), \frac{x-y}{|x-y|}\right) g(y) \operatorname{ds}(y)
$$

with $g \in L^{2}\left(\Sigma, \mathbb{C}^{2}\right)$ and the $2 \times 2$ matrix function $G$ defined by

$$
G\left(x, y, \nu(x), \nu(y), \frac{x-y}{|x-y|}\right)=-\frac{i}{2 \pi}\left(\begin{array}{cc}
0 & (\varepsilon+\mu) \frac{\bar{x}-\bar{y}}{|x-y|} \\
(\varepsilon-\mu) \frac{x-y}{|x-y|} & 0
\end{array}\right)
$$

for $x, y \in \Sigma$, where the integral representations in (2.4) were used. The entries of $G$ are obviously Lipschitz and satisfy (5.1), so the above machinery is applicable to the analysis of $\Theta_{m}$.

Let $a$ be a corner point of $\Sigma$ with an interior angle $\theta$, then

$$
\begin{aligned}
& G(a, a, \nu,-\tau \sin \theta-\nu \cos \theta, \zeta(-t))=-\frac{i}{2 \pi}\left(\begin{array}{cc}
0 & (\varepsilon+\mu) \overline{\zeta(-t)} \\
(\varepsilon-\mu) \zeta(-t) & 0
\end{array}\right), \\
& G(a, a,-\tau \sin \theta-\nu \cos \theta, \nu,-\zeta(t))=\frac{i}{2 \pi}\left(\begin{array}{cc}
0 & (\varepsilon+\mu) \overline{\zeta(t)} \\
(\varepsilon-\mu) \zeta(t) & 0
\end{array}\right)
\end{aligned}
$$

where one uses the usual identification $\mathbb{R}^{2} \ni\left(x_{1}, x_{2}\right)=x \simeq x=x_{1}+i x_{2} \in \mathbb{C}$. We have

$$
i \xi+1=i \bar{\xi} \text { for all } \xi \in \mathbb{R}+\frac{i}{2}
$$

and one easily see that the matrices $H_{a}^{(1)}$ and $H_{a}^{(2)}$ for this specific case have the form

$$
\begin{aligned}
& H_{a}^{(1)}(\xi)=\left(\begin{array}{cc}
0 & (\varepsilon+\mu) A_{\bar{\tau}, \bar{\nu}} \\
(\varepsilon-\mu) A_{\tau, \nu} & 0
\end{array}\right), \\
& H_{a}^{(2)}(\xi)=\left(\begin{array}{cc}
0 & (\varepsilon+\mu) B_{\bar{\tau}, \bar{\nu}} \\
(\varepsilon-\mu) B_{\tau, \nu} & 0
\end{array}\right)
\end{aligned}
$$

where $A_{\tau, \nu}$ and $B_{\tau, \nu}$ are given by

$$
\begin{aligned}
& A_{\tau, \nu}=\int_{-\infty}^{+\infty} \frac{\left(e^{i \bar{\xi} t} \cos (\theta)-e^{i \xi t}\right) \tau-e^{i \bar{\xi} t} \sin (\theta) \nu}{e^{t}+e^{-t}-2 \cos (\theta)} \mathrm{d} t \\
& B_{\tau, \nu}=\int_{-\infty}^{+\infty} \frac{\left(e^{i \xi t} \cos (\theta)-e^{i \bar{\xi} t}\right) \tau-e^{i \xi t} \sin (\theta) \nu}{e^{t}+e^{-t}-2 \cos (\theta)} \mathrm{d} t
\end{aligned}
$$

Hence, applying the change of variable $x=e^{t}$, we can rewrite $A_{\tau, \nu}$ and $B_{\tau, \nu}$ as follows

$$
\begin{aligned}
& A_{\tau, \nu}=\int_{0}^{+\infty} \frac{\left(x^{i \bar{\xi}} \cos (\theta)-x^{i \xi}\right) \tau-x^{i \bar{\xi}^{s}} \sin (\theta) \nu}{x^{2}+2 x \cos (\pi-\theta)+1} \mathrm{~d} x \\
& B_{\tau, \nu}=\int_{0}^{+\infty} \frac{\left(x^{i \xi} \cos (\theta)-x^{i \bar{\xi}}\right) \tau-x^{i \xi} \sin (\theta) \nu}{x^{2}+2 x \cos (\pi-\theta)+1} \mathrm{~d} x .
\end{aligned}
$$

Now recall that for all $b>0,0<|\omega|<\pi$ and $0<\operatorname{Re}(\alpha)<2$ one has

$$
\int_{0}^{+\infty} \frac{x^{\alpha-1}}{x^{2}+2 b x \cos (\omega)+b^{2}} \mathrm{~d} x=-\pi b^{\alpha-2} \frac{1}{\sin (\omega)} \frac{1}{\sin (\alpha \pi)} \sin ((\alpha-1) \omega)
$$

see the formula (12) in [13, p. 327]. Applying this formula with $b=1$ and $\omega=\pi-\theta$, one obtains that

$$
\begin{aligned}
A_{\tau, \nu}= & \frac{i}{2 \sin (\theta)}\left[\left(\cos (\theta) \frac{\sinh (\bar{\xi}(\pi-\theta))}{\sinh (\xi \pi)}-\frac{\sinh (\xi(\pi-\theta))}{\sinh (\bar{\xi} \pi)}\right) \tau\right. \\
& \left.-\sin (\theta) \frac{\sinh (\bar{\xi}(\pi-\theta))}{\sinh (\xi \pi)} \nu\right] \\
B_{\tau, \nu}= & \frac{-i}{2 \sin (\theta)}\left[\left(\cos (\theta) \frac{\sinh (\xi(\pi-\theta))}{\sinh (\bar{\xi} \pi)}-\frac{\sinh (\bar{\xi}(\pi-\theta))}{\sinh (\xi \pi)}\right) \tau\right. \\
& \left.-\sin (\theta) \frac{\sinh (\xi(\pi-\theta))}{\sinh (\bar{\xi} \pi)} \nu\right]
\end{aligned}
$$

Consequently, the product $H_{a}^{(1)}(\xi) H_{a}^{(2)}(\xi)$ yields

$$
H_{a}^{(1)}(\xi) H_{a}^{(2)}(\xi)=\frac{\varepsilon^{2}-\mu^{2}}{4 \sin ^{2}(\theta)} \times S(\xi) \sigma_{0}
$$

where $S(\xi)$ is given by

$$
\begin{aligned}
S(\xi)=2 & \frac{\sinh (\bar{\xi}(\pi-\theta))}{\sinh (\xi \pi)} \frac{\sinh (\xi(\pi-\theta))}{\sinh (\bar{\xi} \pi)} \\
& -\cos (\theta)\left(\frac{\sinh ^{2}(\xi(\pi-\theta))}{\sinh ^{2}(\bar{\xi} \pi)}+\frac{\sinh ^{2}(\bar{\xi}(\pi-\theta))}{\sinh ^{2}(\xi \pi)}\right) .
\end{aligned}
$$

Using the trigonometric identity

$$
\cosh (x \pm i y)=\cosh (x) \cos (y) \pm i \sinh (x) \sin (y), \quad \text { for all } x, y \in \mathbb{R},
$$

and a straightforward computation we transform the above expression for $S(\xi)$ to

$$
S(\xi)=\frac{2 \sin ^{2}(\theta) \cosh (2 \eta(\pi-\theta))}{(1+\cosh (2 \pi \eta))} \text { with } \xi=\eta+\frac{i}{2} .
$$

Thus,

$$
\Delta_{a}(\xi)=\left(1-\left(\varepsilon^{2}-\mu^{2}\right) \frac{\cosh (2 \eta(\pi-\theta))}{2(1+\cosh (2 \pi \eta))}\right)^{2}=\left(1-\left(\varepsilon^{2}-\mu^{2}\right) M_{\theta}(2 \eta)\right)^{2}
$$

and the condition $\Delta_{a}(\xi) \neq 0$ for all $\xi$ is equivalent to

$$
\begin{equation*}
M_{\theta}(x) \neq \frac{1}{\varepsilon^{2}-\mu^{2}} \text { for all } x \in \mathbb{R} \tag{5.7}
\end{equation*}
$$

Remark that for any $\theta \in(0,2 \pi)$ one has

$$
M_{\theta}(x) \geq 0 \text { for all } x \in \mathbb{R}, \quad \lim _{x \rightarrow \pm \infty} M_{\theta}(x)=0
$$

then the condition (5.7) is satisfied if any only if (recall that $|\varepsilon|>|\mu|$ by assumption)

$$
\frac{1}{\varepsilon^{2}-\mu^{2}}>m(\theta):=\sup _{x \in \mathbb{R}} M_{\theta}(x), \quad \text { i.e. } \quad \varepsilon^{2}-\mu^{2}<\frac{1}{m(\theta)} .
$$

Thus, for each corner point $a_{j}$ we have shown the equivalence

$$
\begin{equation*}
\Delta_{a_{j}}(\xi) \neq 0 \text { for all } \xi \in \mathbb{R}+\frac{i}{2} \text { if and only if } \varepsilon^{2}-\mu^{2}<\frac{1}{m\left(\theta_{j}\right)} \tag{5.8}
\end{equation*}
$$

Using the symmetry and monotonicity properties of $m$, see (5.2) and Proposition 5.2, we conclude that that $\Theta_{m}$ is Fredholm if and only if

$$
\varepsilon^{2}-\mu^{2}<\min _{j \in\{1, \ldots, n\}} \frac{1}{m\left(\theta_{j}\right)}=\frac{1}{\max _{j \in\{1, \ldots, n\}} m\left(\theta_{j}\right)}=\frac{1}{m(\omega)},
$$

which is a sufficient condition for the self-adjointness of $B \equiv B_{\varepsilon, \mu}$ and gives the first half of (5.6).

By applying the above result to $\widetilde{B}:=B_{-\frac{4 \varepsilon}{\varepsilon^{2}-\mu^{2}},-\frac{4 \mu}{\varepsilon^{2}-\mu^{2}}}$ we see that $\widetilde{B}$ is self-adjoint for

$$
\left(-\frac{4 \varepsilon}{\varepsilon^{2}-\mu^{2}}\right)^{2}-\left(-\frac{4 \mu}{\varepsilon^{2}-\mu^{2}}\right)^{2} \leq \frac{1}{m(\omega)}
$$

which holds for $\varepsilon^{2}-\mu^{2}>16 m(\omega)$. As the self-adjointness of $\widetilde{B}$ is equivalent to the self-adjointness of $B$ (see Remark 1.2), we obtain the second half of (5.6).

By combining Theorem 5.4 with Proposition 5.2 we obtain:
Corollary 5.5. Let $\Sigma$ be a curvilinear polygon (with $C^{1}$-smooth edges and without cusps). Assume that one of the following three conditions holds:
(a) $\varepsilon^{2}-\mu^{2}<2$,
(b) $\varepsilon^{2}-\mu^{2}>8$,
(c) $\varepsilon^{2}-\mu^{2} \neq 4$ and the interior angles $\theta_{j}$ of $\Sigma$ satisfy

$$
\frac{\pi}{2} \leq \theta_{j} \leq \frac{3 \pi}{2} \text { for all } j \in\{1, \ldots, n\}
$$

then $B$ is self-adjoint.
We finish this paper by pointing out the following remark.
Remark 5.6. In the proof of Theorem 5.4 one sees that for $\varepsilon^{2}-\mu^{2}>16 m(\omega)$ the operator $B$ is self-adjoint but the operators $\Lambda_{z}$ are not Fredholm. This shows that the converse of Theorem 4.1 does not hold.
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