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For most multi-microphone noise reduction algorithms, e.g. the multi-channel Wiener
filter (MWF), it is well known that the performance depends on the acoustic scenario at
hand, i.e. the used microphone array, the position of the desired source and the noise field.
Since the position of the desired source is not always known a priori, it is of great interest
in many applications to be able to compute the average performance for a specific
microphone array, which can be obtained by averaging the performance over all feasible
source positions. A possible but either time-consuming or computationally complex
approach to achieve this is to use measurements or simulations for a large number of
source positions.

In this paper, we propose to use the statistical properties of the acoustical transfer
functions (ATFs) between the desired source and the microphones to derive analytical
expressions for the spatially averaged performance measures (output SNR, noise reduction,
speech distortion) of the MWF, assuming a homogeneous and known noise field. In
addition, we show that although the spatially averaged performance measures do not
express the performance of the MWF for a given position of the source and/or the
microphones, they can be used to derive approximate analytical expressions for the
average performance of the MWF for a given position of the microphones. Experimental
results show that the proposed analytical expressions can be used to easily compare the
performance of different microphone arrays, e.g. in an acoustic sensor network, without
having to measure or numerically simulate a large number of ATFs.

& 2014 Elsevier B.V. All rights reserved.
1. Introduction

In many speech communication applications, such as
teleconferencing and hearing aids, either a single micro-
phone or a microphone array at a fixed position are
typically used to capture the speech signals. As a
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consequence, the desired source is often located at a large
distance from the microphones, possibly resulting in a low
input signal-to-noise ratio (SNR) and hence a degraded
speech quality. In recent years, research on speech
enhancement using spatially distributed microphones
has gained significant interest [1–8]. Using spatially dis-
tributed microphones or so-called acoustic sensor networks
(ASNs), the microphones located at distinct places are able
to acquire more information about the sound field than a
single microphone array at one position, such that the
probability that the desired source is close to one of the
e average performance of the multi-channel Wiener filter
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microphones is higher. For example, ASNs have been
considered for applications such as in-car applications
[5–7], surveillance [8], teleconferencing [9] and for hearing
aid applications [1,2,10–12], where microphone arrays
located on different hearing aids (or even other devices)
exchange information with each other in order to improve
speech intelligibility in noisy environments.

When all microphone signals in an ASN consisting of
several spatially distributed microphone arrays are wire-
lessly transmitted between the different microphone
arrays or to a central processing unit, the wireless link
would require a large bandwidth. To reduce the required
bandwidth of the wireless link, several well-known (cen-
tralized) multi-microphone noise reduction algorithms
have been extended to the so-called distributed noise
reduction algorithms, where each microphone array locally
combines its noisy microphone signals and exchanges the
resulting output signal with the other microphone arrays in
the network in order to estimate a network-wide desired
signal. The linearly constrained minimum variance (LCMV)
beamformer, which minimizes the noise variance at the
output of the beamformer subject to one or more linear
constraints (e.g. distortionless response for the desired
signal), and the multi-channel Wiener filter (MWF), which
minimizes the mean square error (MSE) between the out-
put signal and the reference signal, are two popular classes
of multi-microphone noise reduction algorithms [13–16].
Distributed versions of the LCMV beamformer, the mini-
mum variance distortionless response beamformer, which
is a special case of the LCMV beamformer, and the general-
ized sidelobe canceller, which is an alternative implemen-
tation of the LCMV beamformer, have been proposed in
[3,4,11]. It has to be noted that most algorithms that are
based on the LCMV beamformer rely on a priori knowledge
or assumptions about the array geometry and the position
of the desired source.

Unlike the LCMV beamformer, the MWF does not require
the array geometry and the position of the desired source to
be known. In the context of ASNs, a distributed MWF (DB-
MWF) algorithm has been introduced for binaural speech
enhancement, where two hearing aid devices, each having
two or more microphones, iteratively exchange locally esti-
mated desired signals [1]. After a few iterations, the DB-MWF
converges to the centralized binaural MWF, i.e. the MWF
computed using all noisy microphone signals. In [2], a
distributed node-specific signal estimation (DANSE) algo-
rithm, which is an extension of the DB-MWF algorithm to
more than two microphone arrays and multiple desired
sources, has been proposed.

For every noise reduction algorithm it is of significant
interest to be able to compute its theoretical performance
(e.g. output SNR, noise reduction, speech distortion),
which enables us to compare the performance of different
microphone arrays [17]. The performance of most multi-
microphone noise reduction algorithms obviously depends
on the acoustical scenario, i.e. the number and positions of
the microphones, the position of the desired source and
the noise field. Although being able to compute the
performance for a specific position of the desired source
and the microphone array is definitely worthwhile, in
many applications it is of even greater use to compute
Please cite this article as: T.C. Lawin-Ore, S. Doclo, Analysis of th
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the average performance for a specific microphone array (e.
g. by averaging the performance over all feasible source
positions in the room), which enables us to compare the
performance of different microphone array topologies.
However, computing the performance for a large number
of source–microphones’ configurations, either requires a
large number of acoustic measurements, which could be
very time-consuming, or the performance needs to be
numerically simulated, e.g. by simulating the acoustical
transfer functions (ATFs) using the image method [18] or
room acoustics software, which could be computationally
complex. Therefore, it would be very useful to have
analytical expressions that allow for a faster computation
of average performance measures.

In this paper, we only consider the MWF algorithm,
which aims to estimate the desired signal component in one
of the microphones (referred to as the reference micro-
phone), and we assume that all microphone signals are
available on a central processor. In [17], the theoretical
performance of the MWF has been analyzed for different
noise fields (diffuse and coherent noise sources). It has been
shown that the performance (e.g. the output SNR) of the
MWF only depends on the noise correlation matrix and the
ATFs between the desired source and the microphones.
Hence, for every source–microphones’ configuration, the
theoretical performance can be computed using measured
or simulated noise correlation matrices and ATFs.

On the other hand, analytical expressions for spatially
averaged performance measures have been derived using
statistical room acoustics (SRA) for various acoustic signal
processing algorithms [19–24]. In [19], a statistical model
for the ATFs has been proposed and a method to predict
the SNR improvement of a delay-and-sum beamformer
with two microphones has been presented. In [20–22], the
robustness of single-channel and multi-channel equaliza-
tion techniques has been analyzed using SRA. Further-
more, in [23] the performance of a blind source separation
algorithm has been investigated and in [24] the perfor-
mance of acoustic crosstalk cancellation has been com-
puted using SRA. Basically, all analytical expressions for
the spatially averaged performance measures in the afore-
mentioned methods are based on the statistical ATF model
proposed in [25,26], i.e. using the spatial second-order
statistics of the ATFs [25–27].

Recently, for a given relative distance between the
desired source and the microphones and assuming that
the noise field is homogeneous and known, spatially
averaged performance measures of the MWF have been
analytically derived by incorporating the statistical proper-
ties of the ATFs into the theoretical expressions for the
performance measures of the MWF [28,29]. Simulation
results have shown that the spatially averaged perfor-
mance measures, computed analytically using the statis-
tical properties of ATFs, are similar to the spatially
averaged performance measures of the MWF, computed
numerically using simulated ATFs. However, it should be
realized that the analytical expressions for the spatially
averaged performance measures derived in [28,29] do not
yet allow us to compute the average performance for a
specific microphone array, since only the relative distance
between the desired source and the microphones is given.
e average performance of the multi-channel Wiener filter
tics, Signal Processing (2014), http://dx.doi.org/10.1016/j.
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In this paper, we first review the analytical expressions
for the spatially averaged performance measures of the
MWF, for a given relative distance between the desired
source and the microphones, and we then show that for a
given position of the microphones the spatially averaged
performance measures can be used to derive (approxi-
mate) analytical expressions for the average performance
of the MWF. The proposed analytical expressions allow for
an easy performance comparison of different microphone
arrays (with given topologies), without having to measure
or numerically simulate ATFs.

This paper is organized as follows. Section 2 describes
the notation and the used signal model. In Section 3 the
MWF is briefly reviewed and its theoretical performance
measures are introduced. In Section 4 the concept of SRA
and the statistical properties of ATFs are reviewed. In
Section 5 analytical expressions for the spatially averaged
performance measures of the MWF, for a given relative
distance between the desired source and the microphones,
are derived. These analytical expressions are then used to
derive analytical expressions for the average performance
of the MWF for a given position of the microphones. The
validity of all derived analytical expressions is verified by
numerical simulations in Section 6 for three different
microphone topologies and assuming a diffuse noise field.
2. Notation and signal model

2.1. Notation

Consider the acoustical scenario depicted in Fig. 1 with
a single desired source SðωÞ located at position
ps ¼ ½xs ys zs�T and M microphones located at positions
pm ¼ ½xm ym zm�T , m¼ 0…M�1. The complete microphone
array is described by the 3�M�dimensional matrix
Pmic ¼ ½p0⋯pM�1�, where the topology of the microphone
array, i.e., the relative distance between the microphones,
is assumed to be fixed but not the location of the micro-
phone array. Since the desired source and the microphone
array can be located anywhere in the room, we consider ps

and Pmic as stochastic variables. We define the stochastic
variable P¼ ½Pmic;ps� as the combination of the positions of
the microphones and the desired source and we define
the relative distance between the desired source and the
Fig. 1. Acoustic sensor network with M microphones and a single desired
source.
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microphones as

d¼
d0
⋮

dM�1

264
375¼

Jp0�ps J
⋮

JpM�1�ps J

264
375; ð1Þ

which is also a stochastic variable. Furthermore, we define
the set of all possible realizations of P in the room as

Q ¼ fPjk ¼ ½Pj
mic;p

k
s � 8 j; kg; ð2Þ

where Pj
mic and pk

s represent the jth and kth realization of
Pmic and ps respectively. We define Q i �Q as the subset of
realizations with a specific relative distance di between
the desired source and the microphones, i.e.,

Q i ¼ fPjk ¼ ½Pj
mic;p

k
s � 8 j; kjdig: ð3Þ

Moreover, we define the spatial expectation operator
EPjdi f�g as the ensemble average over all realizations of P
with a given relative distance di (i.e. over the subset Q i) and
the spatial expectation operator EPjPj

mic
f�g as the ensemble

average over all realizations of P for a given position Pj
mic of

the microphones.
2.2. Signal model

For any realization of the positions of the microphones
and the desired source, the microphone signals can be
described in the frequency-domain as

YðωÞ ¼HðωÞSðωÞþVðωÞ ¼XðωÞþVðωÞ; ð4Þ
where YðωÞ ¼ ½Y0ðωÞ⋯YM�1ðωÞ�T denotes the stacked vec-
tor of the microphone signals, HðωÞ ¼ ½H0ðωÞ⋯HM�1ðωÞ�T
denotes the stacked vector of the ATFs between the
desired speech source SðωÞ and the microphone array, ω
is the angular frequency in rad/s and XðωÞ and VðωÞ
represent the speech and the noise component in the
microphone signals. The output signal ZðωÞ is obtained by
filtering and summing the microphone signals, i.e.,

ZðωÞ ¼WHðωÞXðωÞþWHðωÞVðωÞ ¼ ZxðωÞþZvðωÞ; ð5Þ
where WðωÞ ¼ ½W0ðωÞ⋯WM�1ðωÞ�T denotes the stacked
vector of the filter coefficients, and ZxðωÞ and ZvðωÞ
represent the estimated speech and residual noise com-
ponent in the output signal, respectively. For conciseness
the frequency-domain variable ω will be omitted where
possible in the remainder of this paper.

The noisy speech correlation matrix Φy, the clean
speech correlation matrix Φx and the noise correlation
matrix Φv are defined as

Φy ¼ EfYYHg; Φx ¼ EfXXHg; Φv ¼ EfVVHg; ð6Þ
where Ef�g denotes the expected value operator. Assuming
that the speech and the noise components are uncorre-
lated, the correlation matrix Φy can be expressed as

Φy ¼ΦxþΦv: ð7Þ
Using a robust voice activity detection method, the corre-
lation matrix Φy can be estimated during speech-and-
noise periods, while the noise correlation matrix Φv can
be estimated during speech pauses.
e average performance of the multi-channel Wiener filter
tics, Signal Processing (2014), http://dx.doi.org/10.1016/j.
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In the remainder of this paper, a homogeneous noise
field1 is assumed, i.e., the noise component of the micro-
phone signals has the same power spectral density (PSD),
i.e. ϕv ¼ EfjVmj2g, m¼ 1…M. Hence, the noise correlation
matrix can be expressed as Φv ¼ϕvΓv, where Γv denotes
the noise coherence matrix. Furthermore, since a single
desired speech source is assumed, the speech correlation
matrix Φx ¼ϕsHH

H is a rank-one matrix, where ϕs repre-
sents the PSD of the source S, i.e. ϕs ¼ EfjSj2g.
3. Multi-channel Wiener filtering

The concept of multi-channel Wiener filtering is based
on estimating the speech component Xm0 of the m0th
microphone signal, arbitrarily selected as the reference
microphone. The MWF produces a minimum-mean-
square-error (MMSE) estimate by minimizing the MSE
cost function [15,16]

ξðWÞ ¼ EfjXm0 �WHYj2g: ð8Þ

The filter minimizing (8) is given by

Wm0 ¼Φ�1
y Φxem0 ; ð9Þ

where em0 is an M-dimensional vector of which the m0th
element is equal to 1 and all other elements are equal to 0,
i.e. selecting the column that corresponds to the reference
microphone. Using the matrix inversion lemma, it can be
shown that (9) can be rewritten as [15]

Wm0 ¼
Γ�1

v H
ϕv

ϕs
þρ

Hn

m0
ð10Þ

where Hm0 denotes the ATF between the source and the
reference microphone,

ρ¼HHΓ�1
v H ð11Þ

and ϕs=ϕv corresponds to the a priori input SNR.
The (frequency-dependent) input SNR of the reference

microphone signal is defined as

SNRin ¼
EfjXm0 j2g
EfjVm0 j2g

¼ ϕs

ϕv
jHm0 j2: ð12Þ

Similar to the input SNR, using (5), (10) and (11), the
(frequency-dependent) output SNR of the MWF is defined
as

SNRout ¼
EfjZxj2g
EfjZvj2g

¼WH
m0
ΦxWm0

WH
m0
ΦvWm0

¼ ϕs

ϕv
ρ: ð13Þ

Although the output SNR is commonly used to express the
performance of signal enhancement algorithms, it does
not show how much noise has been reduced or how much
speech has been distorted. The amount of noise reduction
1 The assumption of a homogeneous noise field holds for a diffuse
noise field and is a good approximation when the microphones are
closely spaced.
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(NR) can be expressed as

NR¼ EfjZvj2g
EfjVm0 j2g

¼WH
m0
ΦvWm0

ϕv
¼ jHm0 j2ρ

ϕv

ϕs
þρ

� �2; ð14Þ

while the amount of speech distortion (SD) can be
expressed as

SD¼ EfjZxj2g
EfjXm0 j2g

¼WH
m0
ΦxWm0

ϕsjHm0 j2
¼ ρ2

ϕv

ϕs
þρ

� �2: ð15Þ

The SNR improvement is defined as the ratio of the output
SNR and the input SNR at the reference microphone m0,
which can also be expressed as the ratio of the noise
reduction and the speech distortion, i.e.,

ΔSNR¼ SNRout

SNRin
¼ SD
NR

¼ ρ
jHm0 j2

: ð16Þ

Similarly, the MSE of the multi-channel Wiener filter can
be computed by inserting (10) into (8), i.e.,

ξ Wm0

� �¼ EfjXm0 �WH
m0

Yj2g ¼ ϕvjHm0 j2
ϕv

ϕs
þρ

� �: ð17Þ

As can be noted from (12)–(17), for a single desired
source and a homogeneous noise field, all performance
measures of the MWF only depend on the ATF H between
the desired source and the microphones, the spatial
characteristics of the noise field described by the noise
coherence matrix Γv and the a priori input SNR ϕs=ϕv
(except the SNR improvement).

4. Statistical properties of ATFs

In this section, the statistical ATF model proposed in
[25] is reviewed. More specifically, the second-order
statistics of the direct and the reverberant components
of the ATFs are derived, which will be used in Section 5 to
compute spatially averaged performance measures of
the MWF.

For any realization of the positions of the microphones
and the desired source, the sound pressure observed at
the mth microphone can be described in the frequency-
domain as

pmðPÞ ¼ pm;dðPÞþpm;rðPÞ; ð18Þ
where pm;dðPÞ and pm;rðPÞ correspond to the direct and the
reverberant component, respectively. As shown in [20,30],
(18) can be expressed as a function of the ATF, i.e.,

pmðPÞ ¼ � jωνSHmðPÞ ¼ � jωνSðHm;dðPÞþHm;rðPÞÞ; ð19Þ
where Hm;dðPÞ and Hm;rðPÞ correspond to the direct and
reverberant components respectively of the ATF and ν
denotes the density of air. The theory of statistical room
acoustics is based on the assumption that the reverberant
sound field consists of a large number of plane waves
arriving from all directions with randomly distributed
amplitudes and phases. Since the reverberant sound pres-
sure is a sum of a large number of independent and
identically distributed random variables, the central limit
e average performance of the multi-channel Wiener filter
tics, Signal Processing (2014), http://dx.doi.org/10.1016/j.
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theorem can be applied, and pm;rðPÞ can be assumed to be
zero-mean Gaussian distributed. However, the validity of
this assumption only holds if the following conditions are
fulfilled [25]:
1.
P
fo
s

The dimensions of the room should be large relative to
the wavelength of the considered signals. This condi-
tion is necessary in order to ensure that the average
distance between the room resonance frequencies is
small enough compared to the mean half-width of the
resonances, such that for each frequency a large num-
ber of excited room modes are involved in the genera-
tion of the reverberant sound field.
2.
 The considered frequencies should be above the Schroeder
frequency, i.e.,

f 4 f g ¼ 2000
ffiffiffiffiffiffiffiffiffiffiffiffiffi
T60=V

p
; ð20Þ

where T60 is the reverberation time and V is the volume of
the room. Under this condition, the number of excited
independent room modes is large enough to obtain a
Gaussian distribution.
3.
 The microphones and the source should be located at
least half a wavelength away from the walls. For
example, for speech signals with a lower frequency of
300 Hz, the microphones and the source should be at
least about 0.6 m away from the walls.

When the reverberant sound pressure is zero-mean
Gaussian distributed, it can be shown that the spatial
correlation between the reverberant sound pressures
observed at the mth and the nth microphone can be
expressed as [30]

EPjdi fpm;r Pð Þpn

n;r Pð Þg ¼ p2
0 ωð Þ

sin
ω
c
rmn

� �
ω
c
rmn

; ð21Þ

where rmn ¼ Jpm�pn J represents the distance between
the mth and the nth microphone, c is the speed of sound
propagation in air and p2

0ðωÞ represents the mean square
pressure of the reverberant sound field. The mean square
pressure p2

0ðωÞ is given by [30]

p2
0 ωð Þ ¼ ðωνÞ2ϕs ωð Þ1�α

παA
; ð22Þ

where A is the total surface of the walls and α ¼∑nAnαn is
the average absorption coefficient, with An and αn being
the surface and the absorption coefficient of the nth wall,
respectively. If the reverberation time T60 is known, the
average absorption coefficient can be approximated using
Sabine's formula as [27]

α ¼ 0:161V
AT60

: ð23Þ

Using (19), (21) and (22), the spatial correlation between
the reverberant components of the ATFs can be expressed
as

EPjdi fHm;r Pð ÞHn

n;r Pð Þg ¼ 1�α
παA

sin
ω
c
rmn

� �
ω
c
rmn

8m;n ð24Þ
lease cite this article as: T.C. Lawin-Ore, S. Doclo, Analysis of th
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Moreover, given the relative distance di between the
source and the microphones, the direct components of the
ATFs can be modeled as the free space Green's function, i.e.,

Hm;d Pjdi
� �

¼ e� jðω=cÞdim

4πdim
8m; ð25Þ

where dim is the distance between the source and the mth
microphone. Therefore, the spatial correlation between the
direct components is a deterministic quantity which only
depends on the relative distance between the source and
the microphones and is given by

EPjdi fHm;d Pð ÞHn

n;d Pð Þg ¼Hm;d P di
			 �

Hn

n;d P di
			 ���

¼ ejðω=cÞðdin �dimÞ

ð4πÞ2dimdin
8m;n ð26Þ

Using the fact that the direct sound pressure pm;dðPÞ is the
same for all realizations Pjk with a given relative distance di

and using the fact that the reverberant sound pressure is
zero-mean Gaussian distributed, the spatial correlation
between the direct and reverberant sound pressures is equal
to zero, i.e.,

EPjdi fpm;dðPÞpn

n;rðPÞg ¼ 0 8m;n: ð27Þ

Hence, using (19) and (25), the direct and reverberant
components of the ATFs are spatially uncorrelated, i.e.,

EPjdi fHm;dðPÞHn

n;rðPÞg ¼ 0 8m;n ð28Þ

Finally, using (24), (26), and (28), the spatial expectation of
the energy density spectrum of the mth ATF can be
expressed as

EPjdi fjHmðPÞj2g ¼ EPjdi fjHm;dðPÞj2gþEPjdi fjHm;rðPÞj2g

¼ 1

ð4πdimÞ2
þ1�α
παA

8m

ð29Þ
As can be observed, the spatial expectation of the

energy density spectrum only depends on the distance
dim between the desired source and the mth microphone
and on the room properties (A;α).
5. Spatially averaged performance measures of MWF

Using the spatial correlation properties of the ATFs
derived in the previous section, analytical expressions for
the spatially averaged performance measures of the MWF,
for a given relative distance di between the desired source
and the microphones will be derived in Section 5.1. These
analytical expressions will then be used in Section 5.2 to
derive (approximate) analytical expressions for the aver-
age performance of the MWF for a given position Pj

mic of
the microphones.

5.1. Spatially averaged performance of MWF for a given
relative distance di

The objective of this section is to incorporate the
statistical properties of the ATFs derived in Section 4 into
the performance measures of the MWF derived in Section
e average performance of the multi-channel Wiener filter
tics, Signal Processing (2014), http://dx.doi.org/10.1016/j.
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3 and to derive analytical expressions for the spatially
averaged performance measures for a given relative dis-
tance di between the desired source and the microphones.

Without loss of generality, we define gPMðdiÞ as a
spatially averaged performance measure for a given rela-
tive distance di, i.e.,

gPMðdiÞ ¼ EPjdi fPMðPÞg ð30Þ

where PM represents either ρ, SNRin, SNRout, NR, SD,ΔSNR
or ξ defined in Section 3. It is of utmost importance to
realize thatgPMðdiÞ denotes the performance averaged over
all realizations PjkAQ i (i.e. for a given relative distance di),
but is not equal to the performance for each realization in
this subset, i.e.

PMðPjkjdiÞagPMðdiÞ 8 j; k: ð31Þ

This is due to the fact that for the computation of gPMðdiÞ
neither the location of the microphone array nor the
position of the desired source is fixed.

Using the fact that the ATFs can be decomposed into
direct and reverberant components, the factor ρ in (11) can
be rewritten as

ρðPÞ ¼HH
d ðPÞΓ�1

v HdðPÞþHH
d ðPÞΓ�1

v HrðPÞ

þHH
r ðPÞΓ�1

v HdðPÞþHH
r ðPÞΓ�1

v HrðPÞ; ð32Þ

where HdðPÞ and HrðPÞ correspond to the direct and the
reverberant component of the ATFs. Without loss of
generality, HH

1 ðPÞΓ�1
v H2ðPÞ can be expressed as

HH
1 ðPÞΓ�1

v H2ðPÞ ¼ ∑
M

m ¼ 1
∑
M

n ¼ 1
�γmnH

n

m;1ðPÞHn;2ðPÞ; ð33Þ

where H1ðPÞ and H2ðPÞ can represent either HdðPÞ or HrðPÞ
and �γmn denotes the coefficients of the inverse noise
coherence matrix Γ�1

v . Hence, ρðPÞ can be written as

ρðPÞ ¼ ∑
M

m ¼ 1
∑
M

n ¼ 1
�γmnðHn

m;dðPÞHn;dðPÞþHn

m;dðPÞHn;rðPÞ

þHn

m;rðPÞHn;dðPÞþHn

m;rðPÞHn;rðPÞÞ: ð34Þ

Using (28), the spatially averaged value of ρ for a given
relative distance di is then equal to

eρðdiÞ ¼ ∑
M

m ¼ 1
∑
M

n ¼ 1
�γmnðEPjdi fHn

m;dðPÞHn;dðPÞgþEPjdi fHn

m;rðPÞHn;rðPÞgÞ;

ð35Þ

which, using (24) and (26) is equal to

eρ di
� �

¼ ∑
M

m ¼ 1
∑
M

n ¼ 1
�γmn

ejðω=cÞðdin �dimÞ

ð4πÞ2dimdin
þ1�α
παA

sin
ω
c
rmn

� �
ω
c
rmn

0B@
1CA
ð36Þ

and only depends on the relative distance between the
source and the microphones, the room properties (A;α),
the noise coherence matrix and the microphone array
topology. Analytical expressions for several spatially aver-
aged performance measures of the MWF for a given
relative distance di will now be derived.
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Using (12) and (29), the spatially averaged input SNR
can be analytically expressed as

gSNRin di
� �

¼ ϕs

ϕv
EPjdi fjHm0 Pð Þj2g ¼ ϕs

ϕv

1

ð4πdim0
Þ2
þ1�α
παA

 !
ð37Þ

Using (13) and (36), the spatially averaged output SNR
can be analytically expressed as

gSNRout di
� �

¼ ϕs

ϕv
EPjdi fρ Pð Þg ¼ ϕs

ϕv

eρ di
� �

ð38Þ

While analytical expressions for the spatially averaged
input SNR and output SNR can be derived without any
approximation, approximations are required in order to
derive similar expressions for the spatially averaged noise
reduction, speech distortion, SNR improvement and MSE.

Using (14), the spatially averaged noise reduction is
given by

fNR di
� �

¼ EPjdi
jHm0 ðPÞj2ρðPÞ
ϕv

ϕs
þρ Pð Þ

� �2

8>>><>>>:
9>>>=>>>;: ð39Þ

To compute the expected value of a function of two
random variables ρðPÞ and jHm0 ðPÞj2, we propose to use
an approximation based on the first-order Taylor expan-
sion. If the higher-order derivatives can be neglected at the
expansion point, the expected value of a function of two
random variables can be approximated by the function
of the expected value of the two random variables (cf.
Appendix A). Although the first-order Taylor expansion
might not be a good approximation for all functions, this
approximation will be validated by the experimental
results in Section 6.2. The spatially averaged noise reduc-
tion can then be approximated as

fNR di
� �

�
EPjdi fjHm0 ðPÞj2geρðdiÞ

ϕv

ϕs
þeρ di
� �� �2 ¼ 1

ð4πdim0
Þ2

þ1�α
παA

 !

eρðdiÞ
ϕv

ϕs
þeρ di
� �� �2 ð40Þ

Similarly, using (15)–(17) and their first-order Taylor
expansion, the spatially averaged speech distortion, the
spatially averaged SNR improvement and the spatially
averaged mean square error can be approximated as

fSD di
� �

¼ EPjdi
ρ2ðPÞ

ϕv

ϕs
þρ Pð Þ

� �2

8>>><>>>:
9>>>=>>>;� eρ2ðdiÞ

ϕv

ϕs
þeρ di
� �� �2 ð41Þ

gΔSNRðdiÞ ¼ EPjdi
ρðPÞ

jHm0 ðPÞj2

( )
� eρðdiÞ
EPjdi fjHm0 ðPÞj2g

¼
gSNRoutðdiÞgSNRinðdiÞ

¼
fSDðdiÞfNRðdiÞ

ð42Þ
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eξ di
� �

�
ϕvEPjdi fjHm0 ðPÞj2g

ϕv

ϕs
þeρ di
� � ð43Þ

Again, as can be observed from Eqs. (37)–(43), all derived
spatially averaged performance measures of the MWF only
depend on the distance between the desired source and
the microphones, the room properties, the noise coher-
ence matrix and the microphone array topology.

5.2. Average performance of MWF for a given position Pj
mic

In the previous section, analytical expressions for the
spatially averaged performance measures have been
derived for a given relative distance between the source
and the microphones, i.e. neither the location of the
microphone array nor the position of the source is fixed.
As a more useful performance measure enabling to e.g.
compare the performance of different microphone topol-
ogies, we would actually like to derive analytical expres-
sions for the average performance of the MWF for a given
position Pj

mic of the microphones, i.e.

gPMðPj
micÞ ¼ EPjPj

mic
fPMðPÞg ð44Þ

where PM again represents either ρ, SNRin, SNRout, NR, SD,
ΔSNR or ξ. However, note that it is not straightforward to
derive analytical expressions for the average performance
measures of the MWF similarly as in Section 5.1, since to
the best of our knowledge no analytical expressions for the
spatial correlations EPjPj

mic
fHm;dðPÞHn

n;dðPÞg, EPjPj
mic
fHm;rðPÞ

Hn

n;rðPÞg and EPjPj
mic
fHm;dðPÞHn

n;rðPÞg can be computed using

statistical room acoustics. Nevertheless, we will show that

using the spatially averaged performance measures gPMðdiÞ
approximate analytical expressions for the average perfor-

mance measures gPMðPj
micÞ can be derived.

Remembering that the stochastic variable P is a combi-
nation of the positions of the microphones and the source,
the average performance measure in (44) can be written as

EPjPj
mic
fPMðPÞg ¼ Eps

fPMð½Pj
mic;ps�Þg

¼
Z

PMð½Pj
mic;ps�Þf ps

ðpsÞ dps; ð45Þ

where f ps
ðpsÞ denotes the probability density function of

the source position ps. For the derivation, we assume free-
field conditions where the positions of the desired source
ps are uniformly distributed inside a sphere centered
around the microphone array. Although we realize that
these assumptions are quite unrealistic (due to room
reflections and the typically non-spherical shape of a
room), the simulation results in Section 6 show that the
derived expressions provide a good approximation for
realistic reverberant rooms. Now consider two different
orientations P1

mic and P2
mic of the microphone array (both in

the center of the sphere). For any source position p1
s inside

the sphere, there always exists a corresponding source
position p2

s such that for a homogeneous noise field,
the performance of the MWF for both combinations of
the orientations of the microphone array and the source
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positions is equal, i.e.,

PMð½P1
mic;p

1
s �Þ ¼ PMð½P2

mic;p
2
s �Þ: ð46Þ

Since the source position is assumed to be uniformly
distributed, the average performance measures over all
possible positions of the desired source for both orienta-
tions of the microphone array are also equal, i.e.,

EPjP1
mic
fPMðPÞg ¼

Z
PMð½P1

mic;ps�Þf ps
ðpsÞ dps

¼
Z

PMð½P2
mic;ps�Þf ps

ðpsÞ dps ¼ EPjP2
mic
fPMðPÞg:

ð47Þ
Assuming furthermore that all realizations of Pmic (with a
fixed microphone array topology) can be considered as
different orientations of the microphone array,2 the aver-
age performance is equal for all realizations, such thatgPMðPj

micÞ ¼ EPmic fEPjPmic fPMðPÞgg 8 j: ð48Þ
This will be verified by simulations in Section 6.3 and it
should be realized that although the average performance
is assumed to be independent of the location of the
microphone array it obviously still depends on the topol-
ogy of the microphone array. Using the law of total
expectation [31], i.e.

EPfPMðPÞg ¼ EPmic fEPjPmic fPMðPÞgg ¼ EdfEPjdfPMðPÞgg; ð49Þ
the average performance can be computed as

gPMðPj
micÞ ¼ EdfEPjdfPMðPÞgg ¼

Z
EPjdfPMðPÞgf dðdÞ dd ð50Þ

with f dðdÞ denoting the probability density function of the
relative distance d between the source and the micro-
phones. Solving this multi-dimensional integral by insert-
ing either (37), (38), and (40)–(42) or (43) into (50) is a
tedious problem. However, this integral can be approxi-
mated by a finite Riemann sum (e.g. assuming a uniform
distribution for the relative distance d) as

gPM Pj
mic

� �
� 1
Nd

∑
Nd

i ¼ 1

gPM di
� �

ð51Þ

where Nd is the total number of considered relative
distances. By plugging in any of the spatially averaged
performance measures for a given relative distance
derived in Section 5.1 into (51), the average performance
measure for a given position of the microphones, i.e.
actually for a given topology of the microphone array,
can be computed.
6. Simulation results

In order to validate the analytical expressions derived
in the previous sections, we now present simulation
results. The experimental setup is described in Section 6.1.
In Section 6.2, the analytical expressions for the spatially
averaged performance measures derived in Section 5.1 are
compared with simulated spatially averaged performance
e average performance of the multi-channel Wiener filter
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measures, numerically computed using simulated ATFs.
In Section 6.3, the validity of the assumptions in Section
5.2 is verified. In Section 6.4, the analytically computed
average performance measures are compared with numeri-
cally simulated average performance measures for different
microphone arrays.
6.1. Experimental setup

In a room with dimensions 8 m�6 m�5 m, resulting
in a volume V ¼ 240 m3 and a total wall surface A¼
236 m2, we consider the acoustic sensor network depicted
in Fig. 2 with 3 nodes, where each node consists of 4
microphones with an inter-microphone distance of 4 cm.
The performance will be evaluated for three different
microphone arrays with different topologies. For the first
topology the first node is selected (M¼4 microphones), for
the second topology the first and second nodes are
selected (M¼8 microphones) and for the third topology
all nodes are selected (M¼12 microphones). Two different
reverberation times T60 will be considered, i.e. 0.4 s and 0.8
s (resulting in a Schroeder frequency fg in (20) of 82 Hz and
116 Hz). For each realization of the positions of the desired
source and the microphones, room impulse responses
have been simulated using the image model [18,32], and
the corresponding ATFs have been calculated. The length
of the simulated room impulse responses is L¼4096
samples and the sampling frequency fs¼16,000 Hz. For
all experiments, a diffuse noise field has been assumed and
the noise coherence matrix was theoretically computed
Table 1
Scenarios for source–microphones configurations.

Microphone array (MA) M

MA1 4
MA2 8
MA3 12

Fig. 2. Acoustic sensor network with 3 nodes.
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using

γmn ωð Þ ¼
sin

ω
c
rmn

� �
ω
c
rmn

; ð52Þ

where γmnðωÞ represents the coefficients of the noise
coherence matrix ΓvðωÞ and the speed of sound propaga-
tion in air c¼340 m/s. Without loss of generality, the a
Fig. 3. Simulated spatially averaged performance of MWF using N¼1000
realizations and analytical results obtained using statistical room acous-
tics: (a) input SNR, (b) output SNR.

Relative distance (m)

d¼ ½1:39 1:43 1:47 1:51�T
d¼ ½1:39 1:43 1:47 1:51 1:08 1:09 1:10 1:11�T
d¼ ½1:39 1:43 1:47 1:51 1:08 1:09 1:10 1:11 2:13 2:17 2:20 2:24�T

e average performance of the multi-channel Wiener filter
tics, Signal Processing (2014), http://dx.doi.org/10.1016/j.

http://dx.doi.org/10.1016/j.sigpro.2014.06.017
http://dx.doi.org/10.1016/j.sigpro.2014.06.017
http://dx.doi.org/10.1016/j.sigpro.2014.06.017
http://dx.doi.org/10.1016/j.sigpro.2014.06.017


T.C. Lawin-Ore, S. Doclo / Signal Processing ] (]]]]) ]]]–]]] 9
priori input SNR ϕs=ϕv is assumed to be frequency-
independent. Furthermore, for all experiments, we select
the first microphone of the first node as the reference
microphone of the MWF, i.e., m0 ¼ 1.

6.2. Spatially averaged performance measures for a given d

In this section, the analytical expressions for the
spatially averaged performance measures gPMðdÞ, for a
given relative distance d between the desired source and
the microphones (derived in Section 5.1), are compared to
simulated spatially averaged performance measures
PMðdÞ, which can be numerically computed as

PM dð Þ ¼ 1
N
∑
j;k
PM Pj

mic;p
k
s

h i
d
		 Þ;

�
ð53Þ

where N represents the total number of realizations of the
positions of the source and the microphones, and PM
represents either SNRin, SNRout, NR, SD, ΔSNR or ξ. We
Fig. 4. Simulated spatially averaged performance of MWF using N¼1000
realizations and analytical results obtained using statistical room acous-
tics: (a) noise reduction, (b) speech distortion.
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have used N¼1000 and the different realizations Pjk have
been generated by rotating and translating the source–
microphones configuration, keeping the relative distance d
constant and considering only the realizations that are
located within the room and half a wavelength away from
the walls. For the considered microphone array topologies,
three different source–microphones configurations have
been used (cf. Table 1) and for the specific realization
depicted in Fig. 2 also the position of the source has been
indicated (cross-marker). In this experiment, we have used
a reverberation time T60 ¼ 0:4 s, resulting in an average
absorption coefficient α � 0:40.

Figs. 3–5 compare the simulated spatially averaged
performance measures SNRinðdÞ, SNRoutðdÞ, NRðdÞ, SDðdÞ,
ΔSNRðdÞ, and ξðdÞ, numerically computed using simulated
ATFs, with the spatially averaged performance measuresgSNRinðdÞ, gSNRoutðdÞ, fNRðdÞ, fSDðdÞ, gΔSNRðdÞ, and eξðdÞ,
calculated using the analytical expressions derived in
Fig. 5. Simulated spatially averaged performance of MWF using N¼1000
realizations and analytical results obtained using statistical room acous-
tics: (a) SNR improvement, (b) MSE.
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Section 5.1. Since the first node is part of all considered
microphone arrays, the spatially averaged input SNR is the
same for all microphone array topologies. Therefore, in
order to avoid overcrowded plots, the spatially averaged

input SNR gSNRinðdÞ in Fig. 3(a) is shown only for the
microphone array with M¼4 microphones. As can be
observed from these figures, on one hand the analytically
computed spatially averaged input SNR, output SNR, noise
reduction, speech distortion and minimum MSE correspond
very well to the numerically simulated spatially averaged
performance measures, for all considered microphone arrays
and for the complete frequency range. This shows that the
first-order Taylor expansion used for deriving analytical
expressions for the spatially averaged noise reduction, speech
distortion and minimum MSE in Section 5.1 is a good
approximation. Therefore, if the relative distance between
the source and the microphones and the room properties (A,
α) are known and if the noise coherence matrix is given, the
statistical properties of the ATFs can be used to analytically
compute the spatially averaged input SNR, output SNR, noise
reduction, speech distortion and minimum MSE of the MWF.
On the other hand, as can be seen from Fig. 5(a), there is a
substantial deviation between the analytically computed
spatially averaged SNR improvement and the numerically
simulated spatially averaged SNR improvement. This is most

likely due to the fact that for some realizations Pjk the
magnitude jHm0 j of the ATF is very small (i.e. close to 0) for
some frequencies, such that the numerically simulated spa-
tially averaged SNR improvement using (53) is biased.

Fig. 6 shows the (broadband) root mean square error
(RMSE) between the spatially averaged performance mea-
sures, calculated using the analytical expressions, and the
spatially averaged performance measures, numerically
computed using simulated ATFs, as a function of the
number of realizations N in (53). The RMSE for each
performance measure is calculated as

RMSEPMðNÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
ω
jgPMðdÞ�PMðdÞj2

r
: ð54Þ
Fig. 6. Root mean square error between numerically simulated and
analytical results obtained using statistical room acoustics (microphone
array 1).
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As can be seen in Fig. 6, the spatially averaged perfor-
mance measures are not equal to the performance mea-
sures of the MWF for a single specific position of the
desired source and the microphones. Moreover, the larger
the number of realizations N, the smaller the RMSE for all
performance measures (except for the SNR improvement).
For a large number of realizations, the RMSE of the
spatially averaged performance measures (except the
SNR improvement) converges to nearly zero, showing the
good estimation accuracy of the derived analytical expres-
sions for the spatially averaged performance measures
calculated using the analytical expressions. The fact that
the RMSEs do not converge exactly to zero may be
explained by imperfections of the image model or the
assumptions and approximations used in Section 5.1.

6.3. Dependency of the average performance measures on
the location of the microphone array

In this section, we would like to verify using simula-
tions the crucial assumption in Eq. (48) that the average
performance measures of the MWF are independent of the
location of the microphone array with a certain topology.
In this experiment, we have used a reverberation time
T60 ¼ 0:4 s and the microphone array with M¼4 micro-
phones has been placed at 100 different locations in the
room. For each location of the microphone array, the
average performance measures have been numerically
computed as

PM Pmicð Þ ¼ 1
Ns

∑
Ns

k ¼ 1
PM Pmic;pk

s

� �
; ð55Þ

where Ns represents the total number of realizations of the
source position (Ns¼2000).

Fig. 7 shows the average performance at frequency
f¼1890 Hz for different positions of the microphones Pmic,
i.e. different locations of the microphone array. As can be
observed, the performance is fairly constant for different
locations of the microphone array with standard devia-
tions in the range of 0.10–0.75 dB. These variations are due
Fig. 7. Average performance measures for different positions of the
microphones Pmic , i.e. different locations of the microphone array (M¼4).
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to the fact that a reverberant rectangular room has been
used instead of the sphere with free-field conditions
assumed in Section 5.2. Similar results are obtained for
other frequencies, microphone topologies and reverbera-
tion times.
6.4. Average performance measures for different
microphone topologies

In this section, the analytical expressions for the
average performance measures for a given position Pmic

of the microphones with a certain topology (derived in
Section 5.2) are compared with the numerically simulated
average performance measures using (55). For the sake of
completeness, the average SNR improvement has also
been considered although it was shown in Section 6.2
that the numerically simulated spatially averaged SNR
improvement ΔSNRðdÞ does not correspond to the
Fig. 8. Average performance of MWF for different microphone topolo-
gies: (a) input SNR, (b) output SNR (T60 ¼ 0:4 s).
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analytically computed spatially averaged SNR improve-
ment gΔSNRðdÞ.

In this experiment, we consider the same microphone
array topologies as in Section 6.2 and two different
reverberation times, i.e. T60 ¼ 0:4 s, and T60 ¼ 0:8 s. For
computing the average performance measures using (51),
a total number of relative distances Nd¼2000 have been
used. Figs. 8–10 compare the numerically simulated aver-
age performance measures, i.e., SNRinðPmicÞ, SNRoutðPmicÞ,
NRðPmicÞ, SDðPmicÞ, ΔSNRðPmicÞ, ξðPmicÞ with the analytical

expressions gSNRinðPmicÞ, gSNRoutðPmicÞ, fNRðPmicÞ, fSDðPmicÞ,gΔSNRðPmicÞ, and eξðPmicÞ, calculated using (51), for the three
considered microphone array topologies. As can be
observed, all numerically simulated average performance
measures (except for the SNR improvement) correspond
well to the average performance measures calculated
using the analytical expressions, which only require the
topology of the microphone array and the room properties
to be known. Similar results are obtained for other
Fig. 9. Average performance of MWF for different microphone topolo-
gies: (a) noise reduction, (b) speech distortion (T60 ¼ 0:4 s).
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Fig. 10. Average performance of MWF for different microphone topolo-
gies: (a) SNR improvement, (b) MSE (T60 ¼ 0:4 s).

Fig. 11. Average performance of MWF for different microphone topolo-
gies: (a) output SNR, (b) noise reduction (T60 ¼ 0:8 s).
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reverberation times. For example, Fig. 11 compares the
analytically calculated average output SNR and noise
reduction with the numerically simulated average output
SNR and noise reduction for T60 ¼ 0:8 s.

In addition, all presented results in Figs. 8, 9, and 11
clearly show the relation between the average perfor-
mance measures of the MWF and the number of micro-
phones in a diffuse noise field. For example, as expected,
the larger the number of microphones, the higher the
average output SNR and the smaller the average speech
distortion. Therefore, the analytically computed average
performance measures can be used to compare the per-
formance of different microphone arrays without having
to measure or simulate the ATFs.

7. Conclusion

In this paper, analytical expressions for the spatially
averaged performance measures of the MWF for a given
Please cite this article as: T.C. Lawin-Ore, S. Doclo, Analysis of th
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relative distance between the desired source and the micro-
phones have been derived by incorporating the statistical
properties of the ATFs into the theoretical formulas for the
performance of the MWF in a homogeneous noise field. The
derived analytical expressions only depend on the room
properties (dimensions, reverberation time) and the distance
between the source and the microphones. Despite the fact
that the analytical expressions for the spatially averaged
performance measures for a given relative distance corre-
spond well to the numerically simulated spatially averaged
performance measures, they do not directly enable to us
compute the average performance of the MWF for a specific
position of the microphones. However, in addition we have
shown that the spatially averaged performance measures of
the MWF can be used to derive a good approximation for the
average performance measures given the position of the
microphones, i.e. for a given location of the microphone array
with a certain topology. Simulation results for several micro-
phone array topologies and reverberation times have shown
that these analytical approximations are similar to the results
obtained using simulated ATFs, providing an efficient way to
e average performance of the multi-channel Wiener filter
tics, Signal Processing (2014), http://dx.doi.org/10.1016/j.
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compare the performance of different microphone array
topologies, e.g. in an acoustic sensor network, without having
to measure or numerically simulate the ATFs.
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Appendix A. First-order Taylor expansion

Consider two random variables X and Y with μx ¼ EfXg
and μy ¼ EfYg. The Taylor expansion of a differentiable
function f ðx; yÞ around ðμx;μyÞ is given by

f ðx; yÞ ¼ f ðμx;μyÞþ f 0xðμx;μyÞðx�μxÞþ f 0yðμx;μyÞðy�μyÞ
þ f̂ ðx; yÞ; ðA:1Þ

where f 0x and f 0y represent the first-order partial derivative
with respect to x and y, respectively and f̂ ðx; yÞ represents
a function of the higher-order partial derivatives of f ðx; yÞ.
Assuming that all partial derivatives, except the first-order
partial derivatives, can be neglected at the expansion point
ðμx;μyÞ, then f ðx; yÞ can be approximated by the first-order
Taylor expansion, i.e.,

f ðx; yÞ � f ðμx;μyÞþ f 0xðμx;μyÞðx�μxÞþ f 0yðμx;μyÞðy�μyÞ:
ðA:2Þ

Taking the expectation of both sides of the approximated
Taylor expansion yields

Eff ðx; yÞg � f ðμx;μyÞ: ðA:3Þ
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