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Cognitive-Driven Binaural Beamforming Using
EEG-Based Auditory Attention Decoding

Ali Aroudi , Student Member, IEEE, and Simon Doclo , Senior Member, IEEE

Abstract—Identifying the target speaker in hearing aid ap-
plications is an essential ingredient to improve speech intelli-
gibility. Recently, a least-squares-based auditory attention de-
coding (AAD) method has been proposed to identify the target
speaker from single-trial EEG recordings in an acoustic scenario
with two competing speakers. Aiming at enhancing the target
speaker and suppressing the interfering speaker and ambient
noise, in this article, we propose a cognitive-driven speech en-
hancement system, consisting of a binaural beamformer which
is steered based on AAD and estimated relative transfer func-
tion (RTF) vectors, which require estimates of the direction-of-
arrivals (DOAs) of both speakers. For binaural beamforming
and to generate reference signals for AAD, we consider either
minimum-variance-distortionless-response (MVDR) beamformers
or linearly-constrained-minimum-variance (LCMV) beamform-
ers. Contrary to the binaural MVDR beamformer, the binaural
LCMV beamformer allows to preserve the spatial impression of
the acoustic scene and to control the suppression of the interfering
speaker, which is important when intending to switch attention
between speakers. The speech enhancement performance of the
proposed system is evaluated in terms of the binaural signal-to-
interference-plus-noise ratio (SINR) improvement in anechoic and
reverberant conditions. Furthermore, we investigate the impact of
RTF and DOA estimation errors and AAD errors on the speech
enhancement performance. The experimental results show that
the proposed system using LCMV beamformers yields a larger
decoding performance and binaural SINR improvement compared
to using MVDR beamformers.

Index Terms—Auditory attention decoding (AAD), steerable
binaural beamformer, speech enhancement, direction-of-arrival
estimation, EEG signal, brain computer interface.

I. INTRODUCTION

DURING the last decades significant advances have been
made in multi-microphone speech enhancement algo-

rithms for hearing aids. Although several algorithms are avail-
able to reduce background noise or to perform source separation
in multi-talker scenarios [1], [2], their performance in improving
speech intelligibility depends on correctly identifying the target
speaker to be enhanced. In hearing aid applications, the target
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speaker is typically assumed to be either located in front of the
listener or to be the loudest speaker. However, since in real-world
conditions these assumptions are often violated, the performance
of speech enhancement algorithms may substantially decrease.

Recent advances have shown that it is possible to infer the
auditory attention of a listener from electroencephalography
(EEG) recordings [3], [4]. Using single-trial EEG recordings,
several auditory attention decoding (AAD) methods have been
proposed to identify the attended speaker based on, e.g., a least-
squares cost function [3], neural networks [5], and Bayesian
filtering [6]. Aiming at incorporating AAD in a brain-computer
interface for real-world applications, e.g., to control a hearing
aid, a large research effort has recently focused on investigating
the feasibility of AAD in real-world listening conditions [6]–
[14], closing the loop of an AAD system by presenting feedback
to the listener [15], and steering source separation and noise
reduction algorithms based on AAD [16]–[19].

The least-squares-based AAD method proposed in [3] aims
at reconstructing the attended speech envelope from the EEG
recordings using a trained spatio-temporal filter. In the training
step, the clean speech signal of the attended speaker is used to
train the spatio-temporal filter by minimizing the least-squares
error between the attended speech envelope and the recon-
structed envelope. In the decoding step, the clean speech signals
of both the attended and the unattended speaker are used as ref-
erence signals for decoding. Similarly to the least-squares-based
AAD method, the AAD methods proposed in [5], [6] use the
clean speech signals of both speakers for decoding. In hearing
aid applications, only the microphone signals, containing re-
verberation, background noise and interference, are obviously
available in practice. In [9], [14] it has been shown that AAD
is still feasible using the noisy and reverberant microphone
signals as reference signals, but the decoding performance is
significantly decreased compared to using the clean speech
signals as reference signals.

Aiming at generating appropriate reference signals for de-
coding from the microphone signals and incorporating AAD in
speech enhancement algorithms, several cognitive-driven source
separation and noise reduction algorithms [16]–[20] have been
proposed. The single-microphone source separation algorithm
proposed in [16] uses a deep neural network (DNN) to generate
reference signals by separating the speakers from the mixture
received at the microphone. Using electrocorticography record-
ings and AAD, one of the reference signals is then selected as
the enhanced attended speaker. Although experimental results
in [16] show that the algorithm is able to significantly improve

2329-9290 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

https://orcid.org/0000-0001-5770-0858
https://orcid.org/0000-0002-3392-2381
mailto:ali.aroudi@uni-oldenburg.de
mailto:simon.doclo@uni-oldenburg.de


AROUDI AND DOCLO: COGNITIVE-DRIVEN BINAURAL BEAMFORMING USING EEG-BASED AAD 863

the quality of the attended speaker, it should be realized that the
algorithm is speaker-dependent, i.e., requires prior DNN training
on known speakers. The multi-microphone noise reduction algo-
rithms proposed in [17]–[20] are able to exploit the spatial diver-
sity provided by the microphone signals for reference signal gen-
eration and speech enhancement. The cognitive-driven multi-
channel Wiener filter (MWF) proposed in [17], [18] generates
reference signals from binaural hearing aid microphone signals
using multiple multi-channel Wiener filters based on an envelope
demixing algorithm and a voice activity detector (VAD). Using
EEG recordings and AAD, one of the reference signals is then
selected as the enhanced attended speaker. Experimental results
in [17], [18] show that the cognitive-driven MWF is able to
enhance the attended speaker and strongly suppress the inter-
fering unattended speaker (especially in an anechoic condition).
While strongly suppressing the interfering speaker is desired to
improve speech intelligibility, it may deprive the listener from
switching attention. In addition, the binaural MWF changes the
spatial impression of the acoustic scene since all sources at the
output of the binaural MWF are perceived as coming from the
direction of the attended speaker [1], [21], which may lead to a
confusion between acoustical and visual information.

Aiming at enhancing the attended speaker and controlling
the suppression of the unattended speaker while preserving the
spatial impression of the acoustic scene, in [20] a cognitive-
driven speech enhancement system was proposed consisting
of a binaural beamformer which is steered based on AAD
and the estimated DOAs of the attended and the unattended
speaker (see block diagram Fig. 1). First, the DOAs of both
speakers are estimated from the binaural microphone signals.
Based on the estimated DOAs, RTF vectors are selected from a
database of (anechoic) prototype RTF vectors and two beam-
formers (BEAMs) generate reference signals for AAD. The
least-squares-based AAD method then identifies the DOA of the
attended and the unattended speaker to steer a binaural beam-
former (BBEAM) for speech enhancement. To generate refer-
ence signals for AAD, in this paper we either consider minimum-
variance-distortionless-response (MVDR) beamformers or a
linearly-constrained-minimum-variance (LCMV) beamformers
as BEAMs. While MVDR beamformers generate acceptable
reference signals for decoding, we expect LCMV beamformers
to generate better reference signals by jointly suppressing the
interfering speaker and background noise. To generate binaural
output signals, we either consider a steerable binaural MVDR
beamformer or a steerable binaural LCMV beamformer as
BBEAM. Contrary to the binaural MVDR beamformer, the
binaural LCMV beamformer allows to control the suppression
of the signal arriving from the unattended DOA and preserve
the spatial impression of the acoustic scene. Compared to [20],
in this paper we provide a detailed analysis and experimental
comparison between the cognitive-driven binaural LCMV and
MVDR beamformers for an acoustic scenario comprising two
competing speakers and diffuse background noise in an anechoic
and a reverberant condition. For the reverberant condition, we
compare the performance between using (oracle or estimated)
reverberant RTF vectors and anechoic prototype RTF vectors,
which are determined by the (oracle or estimated) DOAs. In
addition, we investigate the impact on the speech enhancement

Fig. 1. Block diagram of the proposed cognitive-driven binaural beamformer
in an acoustic scenario comprising two competing speakers (s1 and s2 with
DOAs θ1 and θ2) and background noise. Based on the estimated DOAs (θ̂1
and θ̂2) of the speakers, the anechoic or reverberant RTF vectors (â1 and â2)
are estimated and two beamformers (BEAM1 and BEAM2) generate reference
signals (z1 and z2) for AAD. The AAD method then identifies the DOA of the
attended and the unattended speaker (θ̂a and θ̂u) to steer a binaural beamformer
(BBEAM), generating binaural output signals zL and zR.

performance of RTF, DOA and AAD estimation errors and
the STFT frame length. Moreover, we investigate how well
the proposed cognitive-driven binaural beamformers preserve
the spatial impression of the acoustic scene.

The paper is organized as follows. In Section II the configu-
ration and the notation used for the binaural hearing aid setup
recordings are introduced. In Section III the used DOA and RTF
vector estimator are described. In Section IV the beamformers
and the AAD method used in the proposed cognitive-driven
speech enhancement system are described. Section V describes
the acoustic and EEG measurement setup, the algorithm imple-
mentation details and the performance measures. In Section VI
the experimental results are presented, exploring the decoding
performance and the speech enhancement performance of the
proposed system.

II. CONFIGURATION AND NOTATION

We consider an acoustic scenario comprising two competing
speakers with DOAs θ1 and θ2 and background noise in a rever-
berant environment (see Fig. 1). The angle θ = 0◦ corresponds



864 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 28, 2020

to the frontal direction, while negative θ correspond to the left
side of the listener and positive θ correspond to the right side.
The clean signal of speaker 1 is denoted as s1[n], while the clean
signal of speaker 2 is denoted as s2[n], with n the discrete time
index. We consider a binaural hearing aid setup, where each
hearing aid contains M microphones. The m-th microphone
signal of the left hearing aid yL,m[n] can be decomposed as

yL,m [n] = x1,L,m [n] + x2,L,m [n] + vL,m [n] , (1)

where x1,L,m[n] and x2,L,m[n] denote the reverberant speech
component in the m-th microphone signal corresponding to
speaker 1 and speaker 2, respectively, and vL,m[n] denotes the
background noise component. The reverberant speech compo-
nents x1,L,m[n] and x2,L,m[n] consist of an anechoic speech
component, encompassing the (anechoic) head filtering effect,
and a reverberation component. The m-th microphone signal of
the right hearing aid yR,m[n] can be decomposed similarly as
in (1).

In the STFT domain, the 2 M -dimensional stacked vector of
all microphone signals from the left and the right hearing aid is
given by

y(k, l) = [YL,1(k, l) . . . YL,M (k, l) YR,1(k, l)

. . . YR,M (k, l)]T , (2)

where k denotes the frequency index and l denotes the frame
index. For notational conciseness the indices k, l and n will be
omitted in the remainder of this paper wherever possible.

Using (1) and (2), the signal vector y can be written as

y = x1 + x2 + v, (3)

where the vectors x1, x2, and v are defined similarly as in (2)
for speaker 1, speaker 2, and the background noise, respectively.
The vectors x1 and x2 are given by

x1 = h1S1, x2 = h2S2, (4)

where h1 and h2 denote the 2 M -dimensional (reverberant)
acoustic transfer function (ATF) vectors between the micro-
phones on both hearing aids and speaker 1 and speaker 2,
respectively. Using the first microphones on the left and the
right hearing aid as so-called reference microphones, the vector
x1 can be written as

x1 = ā1,LX1,L,1 = ā1,RX1,R,1, (5)

where ā1,{L,R} denote the 2 M -dimensional relative transfer
function (RTF) vectors [1], [2] of speaker 1 with respect to
the reference microphones on the left and the right hearing aid,
respectively. The RTF vectors ā2,{L,R} of speaker 2 are defined
similarly.

The output signals of all beamformers depicted in Fig. 1 are
obtained by filtering and summing the microphone signals on
both hearing aids, i.e.,

z = ISTFT
{
wHy

}
, (6)

where ISTFT{·} denotes the inverse short-time Fourier trans-
form, w denotes the 2 M -dimensional filter vector, and (·)H
denotes the conjugate transpose operator.

III. DOA AND RTF ESTIMATION

In this section, we present the algorithms to estimate the DOAs
and the RTF vectors of both speakers, which will be used for
beamforming and to generate reference signals for AAD (see
Section IV). Section III-A describes a classification-based DOA
estimation algorithm. Section III-B describes two DOA-based
RTF vector estimation algorithms.

A. DOA Estimation

To estimate the DOAs of multiple speakers from binaural
microphone signals, several methods have been proposed, e.g.,
by modeling binaural cues using a Gaussian mixture model [22],
by using a beamforming-based approach [23], or by using a
classification-based method [24]. In this paper, we will use
the DOA estimation algorithm from [24], which estimates the
source presence probability (SPP) for different DOAs using
support vector machine (SVM) classifiers. The SVMs are trained
to distinguish between the presence of a source for a certain
direction and the absence for all other directions. The decision
value of each SVM is mapped to the SPP pθ[n] for each direction
using a generalized linear model. As feature the short-term gen-
eralized cross-correlation with phase transform (GCC-PHAT)
[25] is used, which has been shown to be relatively robust to
noise and reverberation [26].

To estimate the DOAs of speakers 1 and 2, we first smooth
the SPP for each direction across time, which increases the
robustness against background noise, i.e.,

pθ [n] = τpθ [n] + (1− τ) pθ [n− 1] , (7)

with τ denoting the recursive smoothing constant. We then select
two DOAs with the largest smoothed SPP pθ[n], from which the
DOAs of speaker 1 and 2 are determined such that θ̂1 ≤ θ̂2.

In the simulations (see Section V), we will consider the
following DOAs for speakers 1 and 2:
� ODOA: oracle DOAs, i.e., θ̂1 = θ1 and θ̂2 = θ2.
� EDOA: estimated DOAs θ̂1 and θ̂2 using [24] and (7).

B. RTF Vector Estimation

To estimate the RTF vectors ā1,{L,R} and ā2,{L,R} for both
speakers, we will consider two approaches. In the first approach,
the RTF vectors are approximated by anechoic RTF vectors
aL(θ) andaR(θ), which are determined by the DOA θ (assuming
the speakers are in the far field and in the horizontal plane).
These anechoic RTF vectors can be either analytically computed
based on a (spherical) head model, e.g., [27], or selected from
a database of (measured) prototype RTF vectors, e.g., [28]. The
estimated RTF vectors are denoted as a{L,R}(θ̂1) for speaker 1

and a{L,R}(θ̂2) for speaker 2.
The second approach aims at estimating the reverberant RTF

vectors of both speakers directly from the microphone signals.
Although many RTF vector estimation approaches are avail-
able for a single-speaker scenario [29]–[32], jointly estimat-
ing the RTF vectors of two simultaneously active speakers is
not straightforward. Assuming that the representation of both
speakers in the STFT-domain is sparse, i.e., each time-frequency
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bin is dominated either by speaker 1 or speaker 2, we will first
estimate the RTF vectors for each time-frequency bin assuming
a single-speaker scenario and then assign these RTF vector
estimates either to speaker 1 or speaker 2. The RTF vectors with
respect to the reference microphones on the left and the right
hearing aid are estimated as [33]

ã{L,R}(k, l) =
Φ̂y(k, l)e{L,R}

eT{L,R}Φ̂y(k, l)e{L,R}
, (8)

with the smoothed microphone covariance matrix at each time-
frequency bin computed as

Φ̂y(k, l) = αy(k, l)yH(k, l) + (1− α) Φ̂y (k, l − 1) , (9)

with α recursive smoothing constant and e{L,R} reference mi-
crophone selection vectors consisting of zeros and one element
equal to 1, i.e., eL(1) = 1 and eR(M + 1) = 1. The estimated
RTF vectors ã{L,R}(k, l) are then assigned to either speaker
1 or 2 based on their corresponding DOA and the estimated
DOAs of both speakers. Similarly as in [34], the corresponding
DOA θ̂RTF(k, l) of the estimated RTF vectors is determined
per time-frequency bin by computing the normalized cross-
correlation κ̂(k, l) between the reference microphone signals
(corresponding to the phase difference) with the normalized
cross-correlation κ(θ) between the anechoic prototype RTF
vectors for all directions θ, i.e.,

θ̂RTF(k, l) = argmin
θ

(|κ̂(k, l)− κ(θ)|), (10)

with

κ̂(k, l) =
eTLΦ̂y(k, l)eR∣
∣
∣eTLΦ̂y(k, l)eR

∣
∣
∣
, (11)

κ(θ) =
eTRaL(θ)∣
∣eTRaL(θ)

∣
∣ . (12)

When the DOA θ̂RTF(k, l) is in a region of ±5◦ around the
estimated DOA θ̂1(l) of speaker 1, then the estimated RTF
vectors ã{L,R}(k, l) are assigned to speaker 1 and recursively
smoothed, i.e.,

â1,{L,R}(k, l) = βã{L,R}(k, l) + (1− β) â1,{L,R}(k, l − 1).
(13)

with β recursive smoothing constant. When the DOA θ̂RTF(k, l)

is in a region of ±5◦ around the estimated DOA θ̂2(l) of speaker
2, then the estimated RTF vectors ã{L,R}(k, l) are assigned to
speaker 2 and recursively smoothed, i.e.,

â2,{L,R}(k, l) = βã{L,R}(k, l) + (1− β) â2,{L,R}(k, l − 1).
(14)

IV. COGNITIVE-DRIVEN BINAURAL BEAMFORMER

In this section, we present the proposed cognitive-driven
speech enhancement system (see Fig. 1), consisting of three
main blocks. Section IV-A describes the reference signal gen-
eration, where either MVDR or LCMV beamformers generate
reference signals for AAD using the estimated DOA-based RTF
vectors. Section IV-B reviews the least-squares-based AAD

method in [3], which is used to identify the DOA of the attended
and the unattended speaker. These DOAs are used to steer
a binaural MVDR or LCMV beamformer generating binaural
output signals, which is discussed in Section IV-C.

A. Reference Signal Generation Using Beamformers

In [10], [14] it has been shown that the decoding performance
of the least-squares-based AAD method (see Section IV-B)
is heavily affected by the presence of background noise and
especially the interfering speaker in the reference signals used
for decoding. In this paper we will investigate different beam-
formers for generating appropriate reference signals from the
binaural microphone signals.

In [19] it has been proposed to use an MVDR beamformer
for generating reference signals. The MVDR beamformer [1],
[35], [36] using RTF vectors ā aims at minimizing the power
spectral density (PSD) of the output noise component while
preserving the target speech component in one of the microphone
signals. The corresponding constrained optimization problem is
given by

min
w

wHΦvw︸ ︷︷ ︸
noise output PSD

subject to wH āt = 1︸ ︷︷ ︸
target

, (15)

where Φv = ε{vvH} denotes the noise covariance matrix with
ε{·} the expected value operator, and āt denotes the RTF vector
corresponding to the target speaker. The MVDR beamformer
solving (15) is given by [1], [35], [36]

wMVDR =
Φ−1

v āt

āHt Φ−1
v āt

. (16)

A disadvantage of the MVDR beamformer is the fact that an
interfering speaker may not be sufficiently suppressed, possibly
reducing the AAD performance. Hence, to jointly suppress the
interfering speaker and background noise, we will also consider
the LCMV beamformer [35], [37], which adds an interference
suppression constraint to the MVDR optimization problem in
(15), i.e.,

min
w

wHΦvw︸ ︷︷ ︸
noise output PSD

subject to wH āt = 1︸ ︷︷ ︸
target

, wH āi = 0︸ ︷︷ ︸
interference

, (17)

where āi denotes the RTF vector corresponding to the interfering
speaker. The LCMV beamformer solving (17) is given by [37],
[38]

wLCMV = Φ−1
v C̄

(
C̄HΦ−1

v C̄
)−1

b, (18)

with

C̄ = [āt āi] , b = [1 0]T . (19)

Since in practice it is not trivial to accurately estimate both
RTF vectors āt and āi in a noisy and reverberant environment,
in this paper we will also consider beamformers using anechoic
RTF vectors a(θ). The MVDR beamformer in (16) with target
angle θt is given by

wMVDR (θt) =
Φ−1

v a (θt)

aH (θt)Φ
−1
v a (θt)

. (20)
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The LCMV beamformer in (18) with target angle θt and inter-
fering angle θi is given by

wLCMV (θt, θi) = Φ−1
v C

(
CHΦ−1

v C
)−1

b, (21)

with

C = [a (θt) a (θi)] , b = [1 0]T . (22)

Aiming at generating appropriate reference signals, i.e., sepa-
rated speaker signals with reduced noise, we will either use two
MVDR beamformers or two LCMV beamformers (BEAM1 and
BEAM2 in Fig. 1), employing either anechoic or reverberant
RTF vectors, i.e.,
� MVDR beamformers: an MVDR beamformer with esti-

mated target angle θt = θ̂1 to generate the reference signal
for speaker 1, and an MVDR beamformer with estimated
target angle θt = θ̂2 to generate the reference signal for
speaker 2.

� LCMV beamformers: an LCMV beamformer with esti-
mated target angle θt = θ̂1 and estimated interfering angle
θi = θ̂2 to generate the reference signal for speaker 1, and
an LCMV beamformer with estimated target angle θt = θ̂2
and estimated interfering angle θi = θ̂1 to generate the
reference signal for speaker 2.

It should be noted that we consider the RTF vectors normal-
ized with respect to the left microphone (i.e., aL(θ̂{t,i}) and

â{t,i},L) if θ̂t ≤ 0◦, and normalized with respect to the right

microphone (i.e., aR(θ̂{t,i}) and â{t,i},R) if θ̂t > 0◦.
The output signals of the MVDR and LCMV beamformers

can be decomposed as

z1 = zt,1 + zi,1 + zv,1, (23)

z2 = zt,2 + zi,2 + zv,2, (24)

where zt,1 and zt,2 denote the target output speech component,
zi,1 and zi,2 denote the interfering output speech component,
and zv,1 and zv,2 denote the output noise component.

In the simulations (see Section V), we will consider the
following RTF vectors for the MVDR and LCMV beamformers:
� ORTF: oracle reverberant RTF vectors ā1 and ā2.
� ODOA: anechoic RTF vectors a(θ) using the oracle DOAs
θ1 and θ2.

� ERTF: estimated RTF vectors â1 and â2
� EDOA: anechoic RTF vectors a(θ) using the estimated

DOAs θ̂1 and θ̂2.
It should be noted that for the anechoic condition the oracle

RTF vectors (ORTF) are obviously the same as the anechoic
RTF vectors using the oracle DOAs (ODOA).

B. Auditory Attention Decoding

Based on the reference signals z1 and z2 generated by the
MVDR or LCMV beamformers, the EEG-based auditory atten-
tion decoding method then aims at identifying which speaker
the listener attended to. This section briefly describes the least-
squares-based AAD method from [3], which consists of a train-
ing and a decoding step.

1) Decoding Step: The EEG recordings are first segmented
into trials (see Section V-B for more details). To decode auditory
attention fromC-channel EEG recordings rc[i], with c = 1 . . . C
and i the sub-sampled time index of a trial, it has been proposed
in [3] to reconstruct an estimate of the attended speech envelope
êa[i] using a trained spatio-temporal filter, i.e.,

êa [i] = gT r [i] , i = 1 . . . I, (25)

with

g =
[
gT
1 gT

2 . . . gT
C

]T
, (26)

gc = [gc,0 gc,1 . . . gc,J−1]
T , (27)

r [i] =
[
rT1 [i] rT2 [i] . . . rTC [i]

]T
, (28)

rc [i] = [rc [i+Δ] rc [i+ 1 +Δ] . . . rc [i+ J − 1 + Δ]]T ,
(29)

where J denotes the number of filter coefficients per channel
and Δ models the latency of the attentional effect in the EEG
responses to acoustic stimuli. Next, the correlation coefficients
between the estimated attended speech envelope êa[i] in (25)
and the envelope of two reference signals are computed as

ρ1 = ρ (e1 [i] , êa [i]) , ρ2 = ρ (e2 [i] , êa [i]) , (30)

where e1[i] and e2[i] denote the envelopes of the reference
signals z1 and z2, respectively, such that ρ1 and ρ2 denote the
correlation coefficients corresponding to speaker 1 and speaker
2, respectively. Based on these correlation coefficients, it is then
decided that the listener attended to speaker 1 if ρ1 > ρ2 or
attended to speaker 2 otherwise.

In this paper, we hence propose to estimate the DOA of the
attended speaker θa and the DOA of unattended speaker θu based
on the correlation coefficients ρ1 and ρ2 and the estimated DOAs
of speaker 1 and 2 as

{
θ̂a = θ̂1, θ̂u = θ̂2 if ρ1 > ρ2
θ̂a = θ̂2, θ̂u = θ̂1 otherwise.

(31)

To investigate the impact of AAD errors on the speech en-
hancement performance of the proposed system, in the simula-
tions we will consider either
� oracle AAD (OAAD), i.e., θ̂a = θa and θ̂u = θu
� estimated AAD (EAAD), where θ̂a and θ̂u are determined

using (31).
2) Training Step: Prior to the decoding step, the spatio-

temporal filter g in (25) needs to be trained. During the training
step the attended speaker is obviously assumed to be known. The
filter g is computed by minimizing the least-squares error be-
tween the attended speech envelope ea[i] and the reconstructed
envelope êa[i], regularized with the squared l2−norm of the
derivatives of the filter coefficients to avoid over-fitting [3], [8],
[9], [14], i.e.,

min
g

1

I

I∑

i=1

(
ea [i]− gT r [i]

)2
+ βgTDg, (32)

with D denoting the derivative matrix [9] and β denoting a
regularization parameter. The filter minimizing the regularized
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least-squares cost function in (32) is equal to

g = (Q+ βD)−1 q, (33)

with the correlation matrix Q and the cross-correlation vector q
given by

Q =
1

I

I∑

i=1

(
r [i ] rT [i ]

)
, q =

1

I

I∑

i=1

(r [i ] ea [i ]). (34)

C. Binaural Beamformer

The estimated DOAs of the attended and the unattended
speaker in (31) are then used to steer a binaural beamformer
(BBEAM in Fig. 1), generating binaural output signals. For
binaural beamforming, we will consider either the binaural
MVDR or LCMV beamformer.

The binaural MVDR beamformer [21] aims at minimizing
the PSD of the output noise component while passing signals
arriving from the estimated attended DOA θ̂a. Similarly to (16),
the binaural MVDR beamformer for the left and the right hearing
aid using the estimated RTF vectors is given by

wBMVDR,L =
Φ−1

v âa,L

âHa,LΦ
−1
v âa,L

, (35)

wBMVDR,R =
Φ−1

v âa,R

âHa,RΦ
−1
v âa,R

, (36)

where âa,{L,R} = â1,{L,R} if θ̂a = θ̂1 or âa,{L,R} = â2,{L,R} if

θ̂a = θ̂2. When using anechoic RTF vectors, the binaural MVDR
beamformer for the left and the right hearing aid is given by

wBMVDR,L(θ̂a) =
Φ−1

v aL(θ̂a)

aHL (θ̂a)Φ
−1
v aL(θ̂a)

, (37)

wBMVDR,R(θ̂a) =
Φ−1

v aR(θ̂a)

aHR (θ̂a)Φ
−1
v aR(θ̂a)

. (38)

It should be noted that the binaural MVDR beamformer pre-
serves the binaural cues, i.e., the interaural level difference (ILD)
and the interaural time difference (ITD), of the signals arriving
from the attended DOA, but distorts the binaural cues of signals
arriving from other directions (including background noise).
Since all sources are perceived as coming from the direction
of the attended speaker, this will change the spatial impression
of the acoustic scene.

As an alternative to the binaural MVDR beamformer, we also
consider the binaural LCMV beamformer [39], [40], which
allows to control the suppression of signals arriving from the
unattended DOA (possibly enabling the listener to switch atten-
tion) and preserves the binaural cues of signals arriving from
the attended and the unattended DOA. The binaural LCMV
beamformer aims at minimizing the PSD of the output noise
component while passing signals arriving from the estimated
attended DOA θ̂a and suppressing signals arriving from the
estimated unattended DOA θ̂u. Similarly to (18), the binaural
LCMV beamformer for the left and the right hearing aid using

the estimated RTF vectors is given by

wBLCMV,L = Φ−1
v C̄L

(
C̄H

LΦ−1
v C̄L

)−1
bL, (39)

wBLCMV,R = Φ−1
v C̄R

(
C̄H

RΦ−1
v C̄R

)−1
bR, (40)

with

C̄L = [âa,L âu,L] , bL = [1 δL]
T , (41)

C̄R = [âa,R âu,R] , bR = [1 δR]
T , (42)

where âu,{L,R} = â1,{L,R} if θ̂u = θ̂1 or âu,{L,R} = â2,{L,R} if

θ̂u = θ̂2, and 0 ≤ δL ≤ 1 and 0 ≤ δR ≤ 1 denote the interfer-
ence suppression factors for the left and the right hearing aid,
respectively. When using anechoic RTF vectors, the binaural
LCMV beamformer for the left and the right hearing aid is
given by

wBLCMV,L(θ̂a, θ̂u) = Φ−1
v CL

(
CH

LΦ−1
v CL

)−1
bL, (43)

wBLCMV,R(θ̂a, θ̂u) = Φ−1
v CR

(
CH

RΦ−1
v CR

)−1
bR, (44)

with

CL =
[
aL(θ̂a) aL(θ̂u)

]
, (45)

CR =
[
aR(θ̂a) aR(θ̂u)

]
. (46)

Since we aim at preserving the spatial impression of the acoustic
scene, we will use the same interference suppression factor for
the left and the right hearing aid, i.e., δ = δL = δR. Setting δ to
zero corresponds to a complete suppression of signals arriving
from the estimated unattended DOA θ̂u but unpredictable bin-
aural cue distortion for the unattended speaker (due to using
anechoic RTF vectors in a reverberant environment or DOA
estimation errors in an anechoic environment), while δ > 0 leads
to a more controlled suppression and binaural cue preservation
of the unattended speaker [39], [40]. The output signals of the
binaural LCMV beamformer for the left and the right hearing
aid are equal to

zL = ISTFT
{
wH

BLCMV,L(θ̂a, θ̂u)y
}
, (47)

zR = ISTFT
{
wH

BLCMV,R(θ̂a, θ̂u)y
}
. (48)

The binaural output signals of the binaural MVDR and LCMV
beamformers can be decomposed as

zL = za,L + zu,L + zv,L, (49)

zR = za,R + zu,R + zv,R, (50)

where za,L and za,R denote the (oracle) attended output speech
component, zu,L and zu,R denote the (oracle) unattended output
speech component, and zv,L and zv,R denote the output noise
component.

V. EXPERIMENTAL SETUP

In this section, we describe the acoustic simulation setup, the
setup used for EEG measurements, AAD training and evalua-
tion, the implementation details for the DOA estimation, RTF
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Fig. 2. Acoustic simulation setup for the reverberant condition. Two compet-
ing speakers were located at DOAs θ1 = −45◦ and θ2 = 45◦ and a distance of
1 m from the listener with two hearing aids, each equipped with 3 microphones.

estimation and beamforming algorithms, and the used perfor-
mance measures.

A. Acoustic Simulation Setup

Two German audio stories, uttered by two different male
speakers, were used as the clean speech signals s1 and s2. Speech
pauses from the audio stories that exceeded 0.5 s were shortened
to 0.5 s, resulting in two highly overlapping (competing) audio
stories. The hearing aid microphone signals yL,m and yR,m were
generated at a sampling frequency of 16 kHz by convolving the
clean speech signals with non-individualized measured binau-
ral impulse responses (anechoic or reverberant) for a binaural
hearing aid setup from [28], and adding diffuse babble noise.
The diffuse babble noise was simulated according to [41] using
babble speech recordings and a cylindrically isotropic noise field
assumption. The hearing aid setup in [28] consisted of two
hearing aids, each equipped with 3 microphones, mounted on
a dummy head. As reference microphones, we chose the front
microphones of the left and the right hearing aid. The left and
the right competing speaker were simulated at θ1 = −45◦ and
θ2 = 45◦ (see Fig. 2). In total, four acoustic conditions were
considered: two anechoic conditions with binaural input SNRs
9.0 dB and 4.0 dB, and two reverberant conditions (reverberation
time T60 ≈ 0.5 s) with the same SNRs. The binaural input SNR
is defined as the energy ratio between the speech components
of speaker 1 and 2 in the reference microphone signals and
the background noise components in the reference microphone
signals, i.e.,

BSNRin = 10log10

φx

φv
, (51)

with

φx = ε
{
|x1,L,1|2

}
+ ε

{
|x2,L,1|2

}

+ ε
{
|x1,R,1|2

}
+ ε

{
|x2,R,1|2

}
,

φv = ε
{
|vL,1|2

}
+ ε

{
|vR,1|2

}
. (52)

B. EEG Measurement and AAD Setup

Eighteen normal-hearing and German-speaking participants
took part in this study (see [14]). As acoustic stimuli, the refer-
ence microphone signals of the left and the right hearing aid were
presented to the participants via insert earphones (E-A-RTONE

3 A).1 Among all participants, 8 participants were instructed to
attend to the left speaker, while 10 participants were instructed to
attend to the right speaker. Two participants were excluded from
the analysis, one participant due to poor attentional performance
and the other one due to a technical hardware issue.

For all acoustic conditions, the EEG responses rc[i] were
recorded using C = 64 channels2 at a sampling frequency of
500 Hz, and referenced to the nose electrode (see [14] for
more details). Similarly as in [3], [14], the EEG responses were
re-referenced offline to a common average reference, band-pass
filtered between 2 Hz and 8 Hz using a third-order Butterworth
band-pass filter, and subsequently downsampled to 64 Hz.

For filter training and decoding (see Section IV-B), the at-
tended speech envelope ea[i] as well as the envelopes e1[i] and
e2[i] of the reference signals were obtained using a Hilbert
transform [8], followed by low-pass filtering at 8 Hz and
downsampling to 64 Hz. The attended speech envelope ea[i]was
computed from the anechoic speech component of the attended
speaker in the reference microphone signal at the side of the
attended speaker. The EEG recordings for the different acoustic
conditions were grouped together based on reverberation time,
resulting in two experimental analysis conditions, i.e., anechoic
and reverberant. The EEG recordings corresponding to each
experimental analysis condition were split into 40 trials, each
of length 30 seconds. Each participant’s own data were used for
filter training and evaluation. To avoid using the same trial for
filter training and decoding, the leave-one-out cross validation
approach was used (see [14] for more details). All analyses were
performed using the EEG recordings under the same experimen-
tal analysis condition. Similarly as in [19], the parameters of
the spatio-temporal filter g in (25) were set to J = 8 and Δ = 8
(corresponding to 125 ms).

The AAD performance will be evaluated for both experimen-
tal analysis conditions using several reference signals z1 and z2
(see Table I):
� oracle anechoic signals, corresponding to perfectly sepa-

rated speech signals of the attended and the unattended
speaker, i.e., the anechoic speech component of the at-
tended speaker in the reference microphone signal at the
side of the attended speaker and the anechoic speech
component of the unattended speaker in the reference
microphone signal at the side of the unattended speaker.

� processed microphone signals, i.e., the output signals of
the MVDR and the LCMV beamformers, either using
reverberant or anechoic RTF vectors.

� unprocessed microphone signals, i.e., the reference micro-
phone signal at the side of speaker 1 as the reference signal
for speaker 1 and the reference microphone signal at the
side of speaker 2 as the reference signal for speaker 2.

1Please note that during the EEG measurement the participants were only
presented the reference microphone signals, not the binaural output signals of
the proposed system.

2BrainCap with multitrodes from Easycap GmbH.
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TABLE I
REFERENCE SIGNALS USED FOR EVALUATING THE AAD PERFORMANCE

C. Algorithm Implementation Details

1) DOA Estimation Algorithm: For the DOA estimation al-
gorithm (see Section III-A), the SVM classifiers were trained
using simulated noisy speech signals, generated by convolving
clean speech signals from the TIMIT database with anechoic
binaural room impulse responses (BRIRs) from [28] and adding
diffuse speech-shaped noise at SNRs of−20 dB to 20 dB in steps
of 10 dB. The GCC-PHAT features were calculated using a frame
length of 10 ms with an overlap of 5 ms. The smoothed SPP pθ in
(7) was initialized with pθ[1] and recursively smoothed using a
corresponding time constant of 1 s. The DOAs of speaker 1 and
2 were then determined as two DOAs between −90◦ and 90◦ (in
steps of 5◦) with the largest smoothed SPP such that θ̂1 ≤ θ̂2.

2) RTF Vector Estimation Algorithm: The RTF estimation
algorithm (see Section III-B) was implemented using a weighted
overlap-add (WOLA) framework with different STFT frame
lengths, i.e.,FL = 512, 1024, 2048, 4096, 8192 samples, and
an overlap of 50% between successive frames. The microphone
covariance matrix in (9) was initialized using the cylindrically
isotropic noise assumption and recursively smoothed using a
corresponding time constant of 50 ms. The estimated RTF
vectors â1,{L,R}(k, l) in (13) corresponding to speaker 1 were
initialized with the anechoic RTF vectors corresponding to the
estimated DOA of speaker 1 at l = 1. Similarly, the estimated
RTF vectors â2,{L,R}(k, l) in (14) corresponding to speaker 2
were initialized with the anechoic RTF vectors corresponding
to the estimated DOA of speaker 2 at l = 1. The estimated
RTF vectors in (13) and (14) were recursively smoothed using
a corresponding time constant of 100 ms.

As proposed in [42], the oracle reverberant RTF vectors āt
and āi corresponding to the target and the interfering speaker
were calculated as the normalized principal eigenvector of the
(oracle) target and interference covariance matrix, respectively.
These covariance matrices were constructed using white noise
convolved with the reverberant BRIRs from [28] corresponding
to the target and the interfering speaker. Similarly, the anechoic
RTF vectors a(θ) for angle θ was calculated as the normalized
principal eigenvector of the (oracle) covariance matrix for angle
θ, constructed using white noise convolved with the anechoic
BRIRs from [28] for angle θ.

3) Beamforming: All considered beamformers were imple-
mented using WOLA framework with a default STFT frame
lengthFL = 512when using anechoic RTF vectors and a default
STFT frame length FL = 8192 when using reverberant RTF
vectors, with an overlap of 50% between successive frames.

To investigate the impact of the STFT frame length on the
AAD performance and the speech enhancement performance
when using reverberant RTF vectors, we will also consider
FL = 1024, 2048, 4096.

To investigate the difference between using reverberant or
anechoic RTF vectors and to investigate the impact of RTF,
DOA and AAD estimation errors on the speech enhancement
performance of the complete proposed system, we will consider
the following combinations:
� ORTF–OAAD, with oracle reverberant RTF vectors and

oracle AAD;
� ORTF–EAAD, with oracle reverberant RTF vectors and

estimated AAD;
� ODOA–OAAD, with anechoic RTF vectors using the ora-

cle DOAs and oracle AAD;
� ODOA–EAAD, with anechoic RTF vectors using the ora-

cle DOAs and estimated AAD;
� ERTF–EAAD, with estimated reverberant RTF vectors

using the estimated DOAs and estimated AAD;
� EDOA–EAAD, with anechoic RTF vectors using the esti-

mated DOAs and estimated AAD.
Please note that for the complete system we will either

use the binaural MVDR beamformer (to generate the binaural
output signals) together with MVDR beamformers (to gener-
ate the reference signals), or the binaural LCMV beamformer
(to generate the binaural output signals) together with LCMV
beamformers (to generate the reference signals). To investigate
the impact on the speech enhancement performance as well as
the binaural cue preservation of the interference suppression
factor δ used in the binaural LCMV beamformer (see Sec-
tion IV-C), we will consider several values for the interference
suppression factor, i.e., δ = 0, 0.1, 0.2. In addition, to compare
the proposed cognitive-driven beamformer with a frequently
used beamformer in hearing aids, we will also consider the
forward-steered binaural MVDR beamformer (FS–BMVDR),
i.e., assuming that the attended speaker is located in the frontal
direction, corresponding to using anechoic RTF vectors and
fixed DOA θ̂a = 0◦ in (37) and (38).

D. Performance Measure

The performance of the MVDR and LCMV beamformers
for generating reference signals is evaluated in terms of the
signal-to-interference-plus-noise ratio improvement (ΔSINR).
The input SINRs in the reference microphones for the beam-
former corresponding to speaker 1 (left hearing aid) for the
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beamformer corresponding to speaker 2 (right hearing aid) are
defined as

SINRin,1 = 10log10

ε
{
|x1,L,1|2

}

ε
{
|x2,L,1 + vL,1|2

} , (53)

SINRin,2 = 10log10

ε
{
|x2,R,1|2

}

ε
{
|x1,R,1 + vR,1|2

} . (54)

The output SINRs for the beamformer corresponding to speaker
1 and the beamformer corresponding to speaker 2 are defined as

SINRout,1 = 10log10

ε
{
|zt,1|2

}

ε
{
|zi,1 + zv,1|2

} , (55)

SINRout,2 = 10log10

ε
{
|zt,2|2

}

ε
{
|zi,2 + zv,2|2

} , (56)

with all output signal components defined in (23) and (24). The
average SINR improvement for both speakers is defined as

ΔSINR =
ΔSINR1 +ΔSINR2

2
, (57)

with

ΔSINR1 = SINRout,1 − SINRin,1, (58)

ΔSINR2 = SINRout,2 − SINRin,2. (59)

To evaluate the AAD performance, for each trial the correla-
tion coefficients corresponding to the (oracle) attended speaker
ρa and the (oracle) unattended speaker ρu are computed. A trial
is considered to be correctly decoded if ρa > ρu. The AAD
performance is then computed by averaging the percentage
of correctly decoded trials over all considered trials and all
participants.

The speech enhancement performance of the binaural
MVDR and LCMV beamformers is evaluated in terms of the
binaural signal-to-interference-plus-noise ratio improvement
(ΔBSINR). The binaural input SINR is defined as

BSINRin =

10log10

ε
{
|xa,L,1|2

}
+ ε

{
|xa,R,1|2

}

ε
{
|xu,L,1 + vL,1|2

}
+ ε

{
|xu,R,1 + vR,1|2

} ,

(60)

where xa,L,1 and xa,R,1 denote the (oracle) attended speech
components in the reference microphone signals, and xu,L,1

and xu,R,1 denote the (oracle) unattended speech components
in the reference microphone signals. The binaural output SINR
is defined as

Fig. 3. Average SINR improvement of the MVDR and LCMV beamformers
for (a) the anechoic condition and (b) the reverberant condition using oracle
RTFs, oracle DOAs, estimated RTFs and estimated DOAs.

BSINRout =

10log10

ε
{
|za,L|2

}
+ ε

{
|za,R|2

}

ε
{
|zu,L + zv,L|2

}
+ ε

{
|zu,R + zv,R|2

} ,

(61)

with all output signal components defined in (49) and (50). The
BSINR improvement is defined as

ΔBSINR = BSINRout − BSINRin. (62)

To evaluate the binaural cue preservation of the unattended
speaker at the output of the binaural beamformers, we calculate
the ILD and ITD errors, averaged over all frequencies, using the
binaural auditory model proposed in [43].

VI. RESULTS AND DISCUSSION

In this section, we evaluate the AAD performance and the
speech enhancement performance of the proposed cognitive-
driven binaural beamforming system using the experimental
setup discussed in the previous section. In Section VI-A we
evaluate the SINR improvement of the beamformers used to
generate reference signals for decoding, where we also investi-
gate the difference between using reverberant or anechoic RTF
vectors and the impact of RTF and DOA estimation errors.
In Section VI-B we evaluate the decoding performance using
these reference signals. Finally, in Section VI-C we evaluate the
speech enhancement performance of the binaural beamformers,
where in addition to RTF and DOA estimation errors we also
investigate the impact of AAD errors.

A. Performance of the Beamformers for Generating
Reference Signals

For the anechoic and the reverberant condition, Fig. 3 de-
picts the average SINR improvement in (57) of the MVDR
and LCMV beamformers used to generate reference signals.
When using oracle (anechoic or reverberant) RTF vectors, i.e.,
ODOA for the anechoic condition and ORTF for the reverberant
condition, it can be observed that an SINR improvement of
about 4 – 5 dB is obtained by the MVDR beamformers, while
a larger SINR improvement of about 7 – 8 dB is obtained by
the LCMV beamformers. The larger SINR improvement ob-
tained by the LCMV beamformers can be explained by the



AROUDI AND DOCLO: COGNITIVE-DRIVEN BINAURAL BEAMFORMING USING EEG-BASED AAD 871

Fig. 4. Average decoding performance for (a) the anechoic condition and (b)
the reverberant condition when using the oracle anechoic signals, the MVDR
output signals, the LCMV output signals, and the unprocessed microphone
signals as reference signals for decoding. The red dashed-line represents the
upper boundary of the confidence interval corresponding to chance level based
on a binomial test at the 5% significance level. The error bars represent the
bootstrap confidence interval at the 5% significance level.

interference suppression constraint in (17), which leads to a
larger suppression of the interfering speaker (and a similar noise
reduction) compared to the MVDR beamformers [35], [37].
When using anechoic RTF vectors (ODOA) instead of rever-
berant RTF vectors (ORTF) in the reverberant condition, it can
be observed for both beamformers that the SINR improvement
substantially decreases. The decrease is larger for the LCMV
beamformers compared to the MVDR beamformers, mainly
due to the fact that the interfering speaker is suppressed less
than when using imperfect RTF vectors (i.e., anechoic RTF
vectors in the reverberant condition). Nevertheless, the SINR
improvement obtained by the LCMV beamformers is still larger
than the MVDR beamformer. When using estimated RTF vectors
(ERTF) in the reverberant condition, it can be observed that the
SINR improvement decreases rather considerably by 3.2 – 7 dB
compared to using oracle RTF vectors (ORTF). This can be
explained by the fact that the reverberant RTF vector estimation
method presented in Section III-B is not able to accurately
estimate the RTF vectors for both speakers. However, when
using estimated DOAs (EDOA), the SINR improvement for both
beamformers and for both acoustic conditions decreases only by
0.9 – 1.1 dB compared to using oracle DOAs (ODOA).

B. Auditory Attention Decoding Performance

For the anechoic and the reverberant condition, Fig. 4 depicts
the average decoding performance when using either the oracle
anechoic signals, the MVDR output signals, the LCMV output
signals, or the unprocessed microphone signals as reference
signals for decoding. For both acoustic conditions, it can be
observed that the largest decoding performance is obtained when
using the oracle anechoic signals (>89%) and the worst decod-
ing performance is obtained when using either the unprocessed
microphone signals (>77%) or the beamformer output signals
with estimated RTF vectors (ERTF) (>71%).

When using oracle RTF vectors, i.e., ODOA for the anechoic
condition and ORTF for the reverberant condition, the average

Fig. 5. Average decoding performance using different STFT frame lengths in
the reverberant condition. The red dashed-line represents the upper boundary of
the confidence interval corresponding to chance level based on a binomial test
at the 5% significance level. The error bars represent the bootstrap confidence
interval at the 5% significance level.

decoding performance for both beamformers is substantially
larger than when using the unprocessed microphone signals.
When using anechoic RTF vectors (ODOA) instead of rever-
berant RTF vectors (ORTF) in the reverberant condition, it
can be observed that the decoding performance substantially
decreases but is still larger than the decoding performance using
the unprocessed microphone signals. When using estimated
RTF vectors (ERTF) in the reverberant condition, the decoding
performance is even lower than when using the unprocessed
microphone signals, showing that for the considered acoustic
setup the AAD performance is sensitive to RTF estimation
errors. However, when using estimated DOAs (EDOA), it can be
observed for both beamformers and for both acoustic conditions
that the decoding performance is larger than when using the
unprocessed microphone signals. The decoding performance for
the LCMV beamformers (>82%) is larger than for the MVDR
beamformers (>77%), which can be explained by the larger
SINR improvement of the LCMV beamformers and especially
the larger interference suppression compared to the MVDR
beamformers (see Fig. 3). This is in accordance with the ex-
perimental results in [10], [14], where it has been shown that
jointly suppressing interference and background noise is of great
importance for reference signal generation. In addition, it can
be observed for both beamformers and both acoustic conditions
that the decoding performance using estimated DOAs (EDOA)
is very similar to using oracle DOAs (ODOA).

To investigate the impact of the STFT frame length, Fig. 5
depicts the average decoding performance in the reverberant
condition for several STFT frame lengths when using either the
MVDR output signals or the LCMV output signals with different
RTF vectors. These results show that the decoding performance
is very similar for all considered STFT frame lengths.

C. Binaural Speech Enhancement Performance

For the anechoic and the reverberant condition, Fig. 6 de-
picts the binaural SINR improvement of the complete proposed
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Fig. 6. Binaural SINR improvement of the proposed system when using the
binaural MVDR beamformer (BMVDR) and the binaural LCMV beamformer
(BLCMV) for several values of the interference suppression factor δ for (a)
the anechoic condition and (b) the reverberant condition. The red dashed-line
represents the binaural SINR improvement of the forward-steered binaural
MVDR beamformer (FS–BMVDR).

system using either the binaural MVDR beamformer or the
binaural LCMV beamformer (for several values of the inter-
ference suppression factor δ). In addition, this figure depicts
the binaural SINR improvement of the forward-steered binaural
MVDR beamformer.

When using both oracle AAD as well as oracle RTF vec-
tors, i.e., ODOA–OAAD in the anechoic condition and ORTF–
OAAD in the reverberant condition, it can be observed that the
binaural MVDR beamformer yields a binaural SINR improve-
ment of 9.5 dB (anechoic condition) and 5.8 dB (reverberant
condition), while the binaural LCMV beamformer yields a
binaural SINR improvement of 9.3 – 11.0 dB (anechoic con-
dition) and 9.2 – 10.2 dB (reverberant condition). When using
anechoic RTF vectors (ODOA–OAAD) instead of reverberant
RTF vectors (ORTF–OAAD) in the reverberant condition, it
can be observed that the binaural SINR improvement of both
beamformers substantially decreases, i.e., 4.4 dB for the binaural
MVDR beamformer and 6.3 – 6.7 dB for the binaural LCMV
beamformer.

When using oracle RTF vectors and estimated AAD, i.e.,
ODOA–EAAD in the anechoic condition and ORTF–EAAD
or ODOA–EAAD in the reverberant condition, it can be ob-
served that the binaural SINR improvement decreases for both
beamformers compared to using oracle AAD. The decrease is
especially significant for the LCMV beamformer using oracle
reverberant RTF vectors in the reverberant condition. When
using estimated RTF vectors and estimated AAD (ERTF–
EAAD) in the reverberant condition, it can be observed that
the binaural SINR improvement significantly decreases for both
beamformers compared to oracle RTF vectors (ORTF–EAAD).
However, when using estimated DOAs and estimated AAD
(EDOA–EAAD), a very similar binaural SINR improvement
is obtained for both beamformers and both acoustic conditions
compared to using oracle DOAs. These results clearly show
that for the reverberant condition the practically implementable
EDOA– EAAD system (using estimated DOAs and anechoic

Fig. 7. Binaural SINR improvement of the proposed system using different
STFT frame lengths in the reverberant condition for (a) the binaural MVDR
beamformer (BMVDR) and (b) the binaural LCMV beamformer (BLCMV).
The red dashed-line represents the binaural SINR improvement of the forward-
steered binaural MVDR beamformer (FS–BMVDR).

RTF vectors) outperforms the practically implementable
ERTF– EAAD systems (using estimated reverberant RTF
vectors).

To investigate the impact of the STFT frame length, Fig. 7
depicts the binaural SINR improvement in the reverberant con-
dition for different STFT frame lengths when using the binaural
MVDR beamformer or the binaural LCMV beamformer with
interference suppression factor δ = 0.1. On the one hand, when
using reverberant RTF vectors (ORTF–OAAD, ORTF–EAAD,
ERTF–EAAD), it can be observed for both beamformers that the
binaural SINR improvement decreases for smaller STFT frame
lengths. In general, the impact of the STFT frame length is larger
for the LCMV beamformer than for the MVDR beamformer,
since a larger frame length leads to a larger suppression of the
interfering speaker (especially when using oracle reverberant
RTF vectors). On the other hand, when using anechoic RTF
vectors (ODOA–OAAD, ODOA–EAAD, EDOA–EAAD), the
frame length only has a minor impact on the binaural SINR im-
provement. These results hence show that the practically imple-
mentable system using estimated AAD together with estimated
DOAs yields a large binaural SINR improvement even when
rather using shorter STFT frames. In a practical implementation,
the latency of the proposed system using estimated AAD and
estimated DOAs consists of three parts: AAD estimation, DOA
estimation and STFT-domain processing. The latency caused
by AAD estimation in (31) using 30 second trials corresponds
to 30 s. The latency caused by DOA estimation in (7) using
a frame length of 10 ms with an overlap of 5 ms and a time
constant of 1 s corresponds to 1.115 s. The latency caused by
STFT-domain processing in (37), (38), (43) and (44) using an
STFT frame length of 512 samples with an overlap of 50%
between successive frames corresponds to 64 ms. It should be
noted that the latency caused by AAD and DOA estimation
only affects the startup time and does not affect the processing
latency of the binaural signals, which is only determined by the
STFT-domain processing.
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TABLE II
COMPARISON OF THE PROPOSED COGNITIVE-DRIVEN SPEECH ENHANCEMENT SYSTEM USING EITHER THE BINAURAL MVDR BEAMFORMER OR THE BINAURAL

LCMV BEAMFORMER AND THE FORWARD-STEERED BINAURAL MVDR BEAMFORMER

Fig. 8. Binaural SINR improvement averaged over all trials, all correctly
decoded trials and all wrongly decoded trials obtained when using estimated
DOAs and estimated AAD (EDOA–EAAD) for (a) the anechoic condition and
(b) the reverberant condition.

To further investigate the impact of AAD errors on the binaural
SINR improvement when using estimated AAD and estimated
DOAs (EDOA–EAAD), Fig. 8 depicts the binaural SINR im-
provement averaged over all trials (as in Fig. 7) and the binaural
SINR improvement averaged only over correctly decoded and
wrongly decoded trials. When trials are wrongly decoded, the
unattended speaker is wrongly enhanced by the binaural MVDR
and LCMV beamformer and in addition the attended speaker is
wrongly suppressed by the LCMV beamformer, such that the
binaural SINR improvement averaged over wrongly decoded
trials is negative for both beamformers. For the binaural LCMV
beamformer with δ = 0.2, the binaural SINR improvement is
less prone to wrongly decoded trials compared to the binaural
LCMV beamformer with a smaller δ. Nevertheless, the binaural
LCMV beamformer with δ = 0 or δ = 0.1 yields the largest
binaural SINR improvement averaged over all (correctly and
wrongly decoded) trials, i.e., 8.3–8.7 dB (anechoic condition)
and 3.4–3.6 dB (reverberant condition). This is larger than
the binaural SINR improvement of the cognitive-driven binau-
ral MVDR beamformer, i.e., 7.4 dB (anechoic condition) and
3.2 dB (reverberant condition), and significantly larger than
the binaural SINR improvement of the forward-steered binaural
MVDR beamformer, i.e., 0.3 dB (anechoic condition) and 0.5 dB
(reverberant condition).

Finally, we evaluate the binaural cue preservation of the
unattended speaker, i.e., how well the impression of the acous-
tic scene is preserved. For the anechoic and the reverberant
condition, Figs. 9 and 10 present the ILD and ITD errors
of the unattended speaker (averaged only over correctly de-
coded trials) when using estimated DOAs and estimated AAD

Fig. 9. ILD errors of the unattended speaker averaged over correctly decoded
trials when using estimated DOAs and estimated AAD (EDOA–EAAD) for
(a) the anechoic condition and (b) the reverberant condition.

Fig. 10. ITD errors of the unattended speaker averaged over correctly decoded
trials when using estimated DOAs and estimated AAD (EDOA–EAAD) for (a)
the anechoic condition and (b) the reverberant condition.

(EDOA–EAAD). It can be observed that the binaural MVDR
beamformer and the binaural LCMV beamformer with δ = 0
yield large ILD and ITD errors, while the binaural LCMV with
δ > 0 yields a better binaural cue preservation for both acoustic
conditions. The better binaural cue preservation obtained by
the binaural LCMV beamformer can be explained by consid-
ering the role of the interference suppression constraint in the
optimization problem of the binaural LCMV beamformer (see
Section IV-C). The interference suppression factor δ > 0 allows
the binaural LCMV beamformer to preserve the binaural cues
of the unattended speaker in addition to the binaural cues of
the attended speaker, contrary to the binaural MVDR beam-
former [39], [40].

Table II compares the performance of all considered beam-
formers in terms of binaural SINR improvement, binaural cue
preservation, and the impact of AAD, RTF vector and DOA
estimation errors on the performance.
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VII. CONCLUSION

In this paper, we proposed a binaural speech enhancement
system which cognitively steers the binaural MVDR and the bin-
aural LCMV beamformer based on AAD and estimated DOA-
based anechoic or reverberant RTF vectors. Based on these RTF
vectors, two MVDR or LCMV beamformers generate reference
signals for auditory attention decoding. Using the envelopes of
these reference signals and the EEG recordings, in the AAD
step the DOAs of the attended and the unattended speaker are
identified to steer the binaural MVDR or LCMV beamformer.
The experimental results showed that for a two-speaker scenario
in diffuse babble noise the proposed system using anechoic
DOA-based RTF vectors significantly improves the binaural
SINR for the anechoic condition as well as for the reverberant
condition compared to a fixed forward-steered binaural MVDR
beamformer. In particular, the cognitive-driven binaural LCMV
beamformer with δ = 0.1 is able to both improve the binaural
SINR as well as preserve the binaural cues of both the attended
and the unattended speaker. Moreover, the results show that for
the considered experimental setup the proposed system using
estimated DOA-based anechoic RTF vectors yields a larger
binaural SINR improvement for the reverberant condition com-
pared to using estimated DOA-based reverberant RTF vectors.
Furthermore, the results show that the STFT frame length only
has a minor impact on the binaural SINR improvement when
using estimated DOA-based anechoic RTF vectors.

While the application of the proposed cognitive-driven bin-
aural speech enhancement system has been limited to acoustic
scenarios with two competing speakers in this paper, in [44] it
has been shown that AAD is feasible for an acoustic scenario
with four competing speakers when using perfectly separated
clean speech signals for decoding. Future work could therefore
investigate the performance of (an extension of) the proposed
cognitive-driven binaural speech enhancement system for acous-
tic scenarios with more than two competing speakers.
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