Hydrodynamics in a gravel beach and its impact on the Exxon Valdez oil
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[1] This paper investigated the interaction of groundwater and seawater in a tidally influenced gravel beach. Field observations of water table, pore water salinity were performed. The two-dimensional finite element model MARUN was used to simulate observed water table and salinity. Based on field observations and model calibrations, a two-layered beach structure was identified which is characterized by a high-permeability surface layer underlain by a low-permeability lower layer. The salt wedge seaward of the low tide line was almost invariant in comparison with the strong fluctuations of the salinity plume in the surface layer of the intertidal zone. The presence of the two layers prevented the presence of a freshwater discharge “tube” between the upper saline plume and salt wedge. This is in contrast with the previous works where freshwater discharge tube was observed. The tide-induced submarine groundwater discharge (SGD) was estimated at 9 m$^3$ d$^{-1}$ m$^{-1}$, a large value that is probably due to the large tidal range of $\sim$4.8 m and the very permeable surface layer. The freshwater–seawater dynamics revealed here may provide new insights into the complexity, intensity, and time scales of mixing between fresh groundwater and seawater in tidal beaches. The simulated water table of the beach was higher than the interface between the surface layer and the lower layer, which prevented Exxon Valdez oil from penetrating into the lower layer in 1989.


1. Introduction

[2] Beach zones are dynamic areas with complex interactions among physical, chemical, and biological components in the presence of exchange of saltwater and freshwater. Understanding beach hydrodynamics is a crucial step for a variety of investigations, such as understanding the ecology and biodiversity of nearshore groundwater systems [e.g., Mclachlan and Turner, 1994; Miller and Ullman, 2004; Li et al., 2005], determining beach accretion and erosion [Horn, 2002], quantifying chemical transfer from aquifer to water bodies [e.g., Li et al., 1999; Moore, 1999], and controlling saltwater intrusion and mitigating the effects of nutrients and other chemicals on coastal environments [e.g., Ataie-Ashtiani et al., 1999; Boufadel et al., 1999a; Boufadel, 2000]. In particular, such a knowledge is needed for analyzing mechanisms causing persistence of subsurface oil spills [Short et al., 2004, 2006] and for implementing bioremediation on the oil spills [Venosa et al., 1996; Boufadel et al., 2006, 2007; Brovelli et al., 2007; Li et al., 2007; Eljamal et al., 2008].

[3] Beach groundwater flow has been intensively addressed in the literature. Nielsen [1990] derived an analytical solution for tidal dynamics of the water table in sandy beaches that took into account the effect of the sloping beach surface. Turner [1993] developed a numerical model SEEP to simulate the water table outcropping on macrotidal beaches. Turner et al. [1997] used the saturated flow numerical model MODFLOW to simulate the superelevation of groundwater in a tidally influenced laboratory beach. Boufadel et al. [1998] reported water table variation with tide in a laboratory beach. They modeled the measurements using the MARUN code [Boufadel et al., 1999a]. Robinson and Gallagher [1999] used their saturated flow model to simulate water table in a tidally influenced beach. Li et al. [2000] derived an analytical solution for water table fluctuation in a coastal aquifer driven by spring-neap tides on a moving boundary that varies with the beach slope. Ataie-Ashtiani et al. [2001] used a numerical solution with sinusoidal tidal motion on a homogenous, mildly sloping beach to show tidal level impacts on beach hydrodynamics. Teo et al. [2003] developed a new analytical solution of higher order for water table fluctuations in coastal aquifers with sloping beaches. Jeng et al. [2005] derived an analytical solution for the spring-neap tide induced water table fluctuations in a sloping sandy beach, and compared their solution with field observations. Cartwright et al. [2006]
applied a coupled ground-surface water flow model to simulate periodic groundwater flow influenced by a sloping boundary, capillarity and vertical flows. Robinson et al. [1998] presented field observation of seasonal salinity variations in a coastal unconfined aquifer that depended on fresh groundwater discharge and surface water salinity/density gradient. Boufadel [2000] used experiments and numerical modeling using the MARUN model to analyze the salinity distribution in a laboratory beach. Boufadel [2000] provided guidelines for scaling up the results, and explained how the salinity distribution in tidally influenced beaches is characterized by an upper saline plume and the classical salt wedge. These two distinct saline plumes confined a freshwater discharge “tube”, which pinches out near the low tide mark, contrasting with the traditional view of nearshore submarine groundwater discharge that is driven by density. Mao et al. [2006] reported saltwater intrusion and water table fluctuation in a tidally influenced beach. Werner and Lockington [2006] investigated salinity distribution and groundwater flow in an unconfined aquifer adjoining a partially penetrating, tidal estuary through numerical experiments. Li et al. [2008] investigated seawater-groundwater circulation in shallow beach aquifers, and developed a dimensionless formulation that allowed generalization of their results.

All of the studies considered sandy beaches, and our study here deals with a gravel beach. Literatures of beach processes contain fewer studies of gravel beaches than study of sandy beaches [Buscombe and Masselink, 2006], possibly because sand beaches occur in parts of the world where their economic value to upland property and demand as a recreational asset are relatively greater. However, gravel beaches comprise a significant proportion of the world’s coastlines [Horn and Walton, 2007; Hayes et al., 2009]. Their functions as coastal defenses and natural habitats means that it is important to understand the processes occurring across the gravel beach face [Buscombe and Masselink, 2006]. Many investigations show that oil spills are potentially the most destructive pollution impacting gravel beaches [Bodin, 1988; Owens et al., 2008; Hayes et al., 2009].

Here we present field measurements of water table and pore water salinities in a tidal gravel beach in Knight Island, Prince William Sound, Alaska, USA. The field results indicated the presence of two layers within the beach, and they were confirmed by numerical modeling using the code MARUN [Boufadel et al., 1999a], a finite element code that allows one to simulate water flow and solute transport in both saturated and unsaturated zones of porous media taking into account the effect of water concentration on water density. The relationship between the water table behavior and the beach structure is discussed. The submarine groundwater discharge along the beach surface is analyzed over a spring-neap tide cycle. Comparisons with previous studies on homogeneous sandy beaches are made.

2. Field Description and Methodology

2.1. Field Site

Measurements were conducted from 20 to 29 June 2008 in a cross-shore transect of the beach KN-114A located in Knight Island, Prince William Sound (147° 47′ 24.34″ W, 60° 29′ 5.56″ N; Figure 1a). The selected transect
Table 1. Surface Elevation and Thickness of the High-Permeable Surface Layer at Different Locations in the Transect

<table>
<thead>
<tr>
<th>Locations</th>
<th>x (m)</th>
<th>Surface Elevation (m)</th>
<th>Thickness of Surface Layer (m)</th>
<th>Depth of Deepest Port (m)</th>
<th>Depth of Pit (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1</td>
<td>0</td>
<td>4.95</td>
<td>0.8</td>
<td>0.83</td>
<td>1.02</td>
</tr>
<tr>
<td>P1</td>
<td>5.28</td>
<td>4.28</td>
<td>0.4</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>W2</td>
<td>10.56</td>
<td>3.61</td>
<td>0.4</td>
<td>0.62</td>
<td>0.81</td>
</tr>
<tr>
<td>W3</td>
<td>15.2</td>
<td>3.12</td>
<td>0.25</td>
<td>0.57</td>
<td>0.76</td>
</tr>
<tr>
<td>W4</td>
<td>19.66</td>
<td>2.51</td>
<td>0.1</td>
<td>0.69</td>
<td>0.88</td>
</tr>
<tr>
<td>W5</td>
<td>24.39</td>
<td>1.93</td>
<td>0.15</td>
<td>0.34</td>
<td>0.53</td>
</tr>
<tr>
<td>P2</td>
<td>28.47</td>
<td>1.68</td>
<td>0.2</td>
<td>NA</td>
<td>NA</td>
</tr>
<tr>
<td>P3</td>
<td>70.0</td>
<td>–0.86</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

*Points P1, P2, and P3 are reported because they represent a change in the surface geometry and/or the interface between layers. NA means not applicable.

was around 70 m long with an average beach slope of 10% in the intertidal area. The surface materials of the beach are made of pebbles, cobbles, and boulders, as noted visually in Figure 1b. Beneath the surface layer is a lower layer that comprises compacted grained sediments. The maximum tidal range during the study was 4.8 m (i.e., the tidal range during a spring tide).

The beach was contaminated by the 1989 Exxon Valdez oil spills [Neff et al., 1995]. But no oil residues were found in the transect that was established. The investigation herein would provide explanation on possible reasons for the disappearance of oil on this transect and its persistence at other locations within the sound [Short et al., 2004, 2006; Boehm et al., 2007; Taylor and Reimer, 2008].

2.2. Field Setup

The transect consisted of five pits that were hand-dug because it was not possible to drive sensors into the beach due to the presence of boulders and the tightness of the sediments [Taylor and Reimer, 2008]. The depth of the pits ranged from 0.53 m to 1.02 m, as reported in Table 1. In each pit, a PVC pipe and a multiport sampling well were placed before refilling the pit. The PVC pipe was slotted over its whole length and contained at the bottom a self-logging pressure transducer (MiniDiver, Data Logger-DL501, Schlumberger) that provided the water pressure at 10 min intervals. A barometric (air) pressure sensor (BaroLogger, DL-500, Schlumberger) was used at the site and reported the barometric pressure at the same time interval.

The multiport sampling wells were made of stainless steel and had 3 sampling ports spaced at 0.23 m intervals. They were labeled ports A, B and C from the bottom to the top. The elevations of the deepest port (Port A) for different wells are listed in Table 1. To prevent blockage by fine sediments to guarantee good hydraulic connection between the beach pore water and the water inside the well, the multiport well were wrapped with fine stainless steel screen. Each port was connected to the bottom of a stainless steel and had 3 sampling ports spaced at 0.23 m intervals. A barometric (air) pressure sensor (BaroLogger, DL-500, Schlumberger) was used at the site and reported the water pressure at 10 min intervals. A barometric (air) pressure sensor (BaroLogger, DL-500, Schlumberger) was used at the site and reported the water pressure at 10 min intervals.

The observations of pore water pressure started on 20 June 2008, 12:35 A.M. (the initial time t = 0 for this paper), and the measurement durations differed with the locations (47–208 h). Measurements of the pore water pressure were used along with those of the barometric pressure and salinity to estimate the water table in each well. The salinities were measured at various depths using multiport wells placed at wells W1–W5. The initial time was at t = 20 h.

Each pore water sample (approximately 100 mL) was collected by 60 mL Luer lock syringes and placed in 120 mL polyethylene bottles, and shipped to the laboratory at Temple University in Philadelphia, PA, for chemical analysis of chlorine concentration. The chlorine concentration of each sample was transformed into salinity based on the chlorine-salinity ratio of 19.4:35 [Duxbury and Duxbury, 2001]. Salinity data were obtained for a total of 76 samples by this method.

As it was not possible to place a sensor at sea to allow measurement of the low tide, the full tidal fluctuation was estimated based on the observed data at Well 5 using the data during submergence of the beach at that location. This resulted in a time series of 749 data points at intervals of 10 min. Although there are 17 harmonic components for the tide [Melchior, 1964], we found that using five harmonic components was sufficient, namely:

\[
H_{\text{sea}}(t) = H_0 + \sum_{i=1}^{5} A_i \cos(\omega_i t - \varphi_i) \tag{1}
\]

where \(H_{\text{sea}}(t)\) [L] is the tidal level and \(H_0\) [L] is the mean sea level; the parameters \(A_i\), \(\omega_i\) and \(\varphi_i\) are the amplitude [L], tidal frequency [T⁻¹], and phase [rad] of ith tidal constituent, respectively. The subscript \(i\) represents each of the five harmonic components \(O_1\), \(K_1\), \(M_2\), \(S_2\) and \(N_2\) (see Table 2) [Merritt, 2004].

The least squares method was applied on equation (1) to obtain estimates of the parameters \(H_0\), \(A_i\), \(\omega_i\) and \(\varphi_i\), where \(H_0\) equals to 2.60 m and the others were listed in Table 2. Figure 2 shows that the fit to the data at Well 5 (while submerged) was excellent. After the tidal level was determined, the elevation datum of the beach system was defined arbitrarily at the lowest tidal level (\(z = 0\)).
Figure 2. Tidal level during a spring-neap tidal cycle at the beach based on the water pressure observed at the well W5 when it was submerged. The initial time $t = 0 \text{ h}$ is 20 June 2008, 12:35 P.M.

Rainfall occurred between 0:00 A.M. and 8:00 A.M., 23 June 2008, and the cumulative amount was measured at 1.5 cm, using a bucket rain gauge. This gives an average rainfall intensity of 4.5 cm/d (Figure 3a).

3. Numerical Implementation

3.1. Numerical Model

The MARUN (MARine UNSaturated model) is a two-dimensional finite element model that can simulate water flow and solute transport in variably saturated porous media, taking into account the effects of salt concentration on fluid density and viscosity [Boufadel et al., 1999a]. The governing equations of the MARUN model are presented in Appendix A. The MARUN model has been verified by reproducing previous well-known numerical results such as the Henry’s problem of seawater intrusion [Friis, 1982; Croucher and O’Sullivan, 1995; Boufadel et al., 1999a] and the Elder problem [Elder, 1967; Boufadel et al., 1999b]. Other applications include tidal hydraulic [Boufadel, 2000; Li et al., 2008], transient and steady seepage [Boufadel et al., 1999c; Naba et al., 2002] and nutrient application for bioremediation of oil spills on beaches [Li et al., 2007; Xia et al., 2010].

3.2. Boundary and Initial Conditions

Figure 1c depicts the cross-shore domain of the simulation. The simulated beach has a length of 70 m and a uniform thickness of 3 m. At the saturated part of landward boundary of the domain, the observed water table and salinity at well W1 were used as the boundary conditions. No-flow boundary condition was assigned on the domain bottom and the boundaries of the unsaturated zone, which include the upper part of the landward boundary and the beach surface above sea level. The water pressure on the submerged beach surface was determined by the tidal seawater column above the beach surface, i.e., $\psi = \beta_{sea} [h_{sea} (t) - z]$, where $\beta_{sea}$ is the density ratio of seawater to freshwater. Therefore, the sea boundary condition was moving with time. At each time step, the portion of the beach surface submerged by tide was updated by comparing the tidal level and beach surface elevation.

When digging pits, the original material of the lower layer was disturbed and replaced by loose, mixed materials from the surface and lower layers. This happened in spite of the careful effort to replace sediments as they were excavated. The permeability of the materials of the lower layer in the pit was therefore enhanced dramatically. This “pit effect” was accounted for in model calibration by viewing the pit as a zone the permeability of which is comparable to that of the surface layer. Each pit was 0.4–0.6 m in diameter at the top narrowing down to 0.2–0.3 m in the bottom. The bottom of the pit was 0.19 m lower than the deepest sampling port (i.e., port A, Table 1).

The initial condition was a hydrostatic state at low tide with a sharp freshwater-seawater interface as given by the Ghyben-Herzberg approximation [Bear, 1988], and several spring-neap tidal cycles (approximately 150 days) were run to obtain the quasi-steady state numerical solution, such that the “signature” of the initial condition disappeared.

3.3. Numerical Implementation

The domain was discretized using a mesh consisting of 675 nodes in the horizontal direction and 31 nodes in the vertical direction, resulting in a total of 20,925 nodes, and 40,440 triangular elements. The mesh resolution was ~0.1 m. The upper limit of the time step was set such that the grid Courant number remained less than 0.95 (The Courant number is defined as $C_t = \frac{u \Delta t}{\Delta x}$, where “$u$” is the Darcy velocity, $\Delta t$ is the maximum of $\Delta x$ and $\Delta z$ of the mesh). The convergence criterion of the Picard iteration for solving the nonlinear groundwater flow equation was $10^{-5}$ m. The
seepage module in MARUN [Naba et al., 2002] was disabled as no seepage face was observed during the study.

4. Results

4.1. Water Table

[23] Figure 3 reports the variations of the observed and simulated water table with time at wells W1–W5. The observed water table landward of the beach (W1, Figure 3a) was almost constant before the time \( t = 35 \) hours. It increased abruptly at around \( t = 35 \) hours due to rainfall that occurred during the period of 35–43 h. It reached then the maximum height of 4.9 m at \( t = 48 \) hours, which has a time lag of 5 h relative to the rainfall, and then decreased with time. The water level at W1 was higher than the tidal level most of the time, which suggests that the beach was consistently filled from inland freshwater recharge. This is a common situation observed in many studies [e.g., Ullman et al., 2003; Destouni and Prieto, 2003].

[24] Note in Figure 3b that due to the rainfall that occurred during 35–40 h, the water table at W2 at low tides after \( t = 40 \) h was higher than that before \( t = 40 \) h. The effect of rainfall on the water table at W3 (Figure 3c) during low tides seems to be present only for the two consecutive tides (between 48 h and 60 h). The rainfall has no apparent effect on the water table at W4 and W5, indicating that the water table at these wells was chiefly affected by the tide. However, the salinity at these wells (discussed in section 4.2) was still dependent on rainfall–runoff at W1.

[25] Figure 3b shows that when the observed water level at W2 fell below the beach surface, it kept falling at the same speed as the falling tide for a certain depth, and then became almost constant until subsequent flood tide. The same behavior is noted for sensors W3 (Figure 3c), W4 (Figure 3d), and W5 (Figure 3e). This behavior of water table variation indicates that the beach can be viewed as consisting of two layers: A surface layer with hydraulic conductivity that is so high such that the water table within it drops unhindered (i.e., closely following the tide), and a lower layer whose hydraulic conductivity is so low such that the water within it practically does not fall off with time (or falls very slowly with time).

4.2. Salinity

[26] The average salinity in the samples collected from the seawater adjacent to the beach was 24.2 g/L, which is close to values reported by Coyle and Pinchuk [2005], where they reported that the salinity of shallow seawater varies seasonally and is 28.8 ± 0.8 g/L during the beginning of July in Prince William Sound.

[27] Figure 4 shows the observed and simulated salinity variations with time in the 5 wells W1–W5. Results from

---

**Figure 3.** Observed (circles) and simulated (solid lines) water table at wells (a) W1, (b) W2, (c) W3, (d) W4, and (e) W5. The solid lines are simulation results with pits included. The tidal level and the elevations of the beach surface, of the interface between the surface and lower layers, and of the PTs (pressure transducers) installed at these observation wells are also shown to indicate the submersion period.
some ports were not available due to clogging. The observed salinity at different locations (Ports A, B and C) of the wells W2–W5 (Figures 4b–4h) fluctuated with the tidal level dramatically, reaching 24.0 g/L at high tides and decreasing to 5.0 g/L at low tides. Figure 4b shows the variation of pore water salinity with time at Port C of W2, which is located in the surface layer. The observed salinity fluctuated with tide, reaching the maximum of 24.0 g/L at $t = 28$ hours. Figure 4c and Figure 4d report the variation of pore water salinity with time at Ports A and C of W3, respectively. The effect of

Figure 4. Observed (symbols) and simulated (dotted lines) salinities of the pore water at ports of W1, W2, W3, W4, and W5. The dotted lines are simulation results with pits included. The tidal level and the elevations of the beach surface, of the interface between the surface and the lower layers, and of the sampling port A installed at these observation wells are also shown.
rainfall is apparent through the decrease of salinity at both ports A and C during low tides between 48 h and 75 h. This was captured by the model.

[28] Figure 4e and Figure 4f report the variation of pore water salinity with time at Ports B and C of W4, respectively. The salinity during low tides decreased from 15.0 g/L before \( t = 56 \) h to 5.0 g/L after \( t = 56 \) h. The lowest values are noted during the spring tide around 70 h. Figure 4g and Figure 4h show the variation of pore water salinity with time at Ports A and B of W5, respectively.

[29] Note that the rainfall–runoff caused the abrupt water table rising at W1 around \( t = 36 \) h (Figure 3a), which can be regarded as a fresh groundwater flood from inland. Due to the seaward movement of the front of the fresh groundwater flood, two stages of salinity variation formed clearly at each location. The first is the “high-salinity” stage before the freshwater front arrived. The second is the “low-salinity” stage when and after the freshwater front arrived. The duration of the high-salinity stage increased significantly as the well location moved seaward, from about 50 h at W3, to 73 h at W5. This is because the traveling time required for the fresh groundwater flood from W1 to the other wells increased seaward.

[30] Figure 4 also shows that the salinities during extreme low tides were smaller than those during other low tides; this is because more freshwater could arrive at the observation wells during the extreme low tides than during other low tides.

### 4.3. Model Validation

[31] Four major parameter groups were estimated: (1) the layer thickness, (2) the hydraulic conductivities of the two layers, (3) capillarity parameters, and (4) dispersivities. These parameters are reported in Table 3.

[32] The thickness of the surface layer at different locations was estimated based on field inspection and model calibration, especially of the water module within MARUN. Table 1 reports that the thickness decreased going seaward from 0.8 m at \( x = 0.0 \) m to 0.1 m at \( x = 20 \) m and then increased slightly to 0.2 m at \( x = 28 \) m. Seaward of that location, the thickness was assumed to remain at 0.2 m. Although we do not have information to confirm this assumption, it should not affect beach hydraulics landward of \( x = 30 \) m.

[33] The saturated hydraulic conductivity of the layers was determined mainly based on model calibration. For the surface layer, the hydraulic conductivity was found to be around \( 10^{-2} \) m/s for \( 0 < x < 12 \) m, and \( 10^{-2} \) m/s for \( 12 < x < 70 \) m, where \( x \) is the seaward horizontal distance from W1. The hydraulic conductivity of the lower layer was found to be \( 10^{-3} \) m/s.

[34] Sediment samples taken at three or four depths in each pit were used to estimate the permeability of each zone using the Kozeny–Carman equation [Carrier, 2003]. There was a total of 19 sediment samples, 9 of them from the surface layer (5 for \( 0 < x < 12 \) m and 4 for \( 12 < x < 70 \) m) and 10 from the lower layer. The grain size distribution provided the Effective Diameter [Carrier, 2003], which was used along with the measured porosity in the lab to compute the hydraulic conductivity of each sample. The hydraulic conductivity \( K \) was found using the Kozeny–Carman equation [Carrier, 2003], to be 0.008 m/s (0 < \( x < 12 \) m) and 0.003 m/s (12 < \( x < 70 \) m) for the average grain size distribution of sediment samples from surface layer. It was found to be 0.0025 m/s for the sediments of the lower layer.

[35] The laboratory measured \( K \) value is larger than that obtained by calibration of the model for the lower layer, which is due to the fact that the sediments of the lower layer were tightly compact in the field, and they became loose after extraction. For the surface layer, the laboratory-measured \( K \) value has the same magnitude of that obtained by calibration of the model, because the sediments are relatively loose as a result of high water flow through them (waves, runoff) and the small pressure of the overburden in the field.

[36] As one notes in Figure 3, the difference between the simulated and observed water table was less than 0.05 m in most cases. This reflects a good agreement between simulated and observed results considering the uncertainty in beach characteristics and the large tidal range of ~4.8 m.

[37] The simulated salinity at W2 tended to zero at low tides after \( t = 55 \) hours, reflecting dilution by freshwater induced from rainfall–runoff. This is also supported by the low observed salinity at \( t = 92 \) h.

[38] In Figures 4e and 4f, the model provided a good match with the data, especially after \( t = 56 \) h. Note the good agreement, for example, during the low tide around \( t = 70 \) h. The simulated pore water salinity at Ports A and Ports B of W5 are reported in Figure 4g and Figure 4h, respectively. The simulated salinities were, in general, larger than the observed ones, especially at Port A during 40–60 h. This might be due to local heterogeneity of the beach sediments near W5. Despite of this, the simulated results captured the main fluctuating trend of the salinity with time, particularly the low salinity observed around \( t = 70 \) h.
4.4. Sensitivity Analysis

Seven numerical models were simulated for sensitivity analysis to assess the effect of the hydraulic conductivities, dispersivities, and the parameterization of the pits on the results (see Table 4). In each simulation, only the value of the model parameter for sensitivity analysis was changed and all the other parameters were fixed as listed in Table 3.

For brevity of the main manuscript, the sensitivity of pit effect is reported in the Appendix B (Model 5 and Model 6).

4.4.1. Effect of Hydraulic Conductivity

The sensitivity of the results to the value of the hydraulic conductivity of the surface layer is reported in Appendix B (Model 7 and Model 8) for brevity of the main article, and because the laboratory results provided values that are comparable to the calibrated values. We discuss next the sensitivity of the results to the hydraulic conductivity of the lower layer.

When the hydraulic conductivity of the lower layer was increased from $10^{-5}$ m/s (Model 1) to $10^{-4}$ m/s (Model 2), the simulated water table at wells W2, W3 and W5 was lower than that of Model 1, especially at W3 (Figure 5). The water table simulated by Model 2 was close to that of Model 1 at wells W4 (not shown here).

The salinities simulated by Model 2 were consistently lower than the observed ones, but those of Model 1 were reasonably close to the observations (Figure 6), especially at Port A of W3 (Figure 6a), and Port B of W4 (Figure 6b). For example, for Port A of W3 (Figure 6a) one notes that at $t = 25$ hours, the error between the simulated salinity by Model 2 and observed one is 7.5 g/L (a relative error 67%). On the other hand, the error between the simulated salinity by Model 1 and the observed one is only about 1.0 g/L (a relative error of 10%). These results indicated that the hydraulic conductivity of the lower layer of Model 2 is high and provided a large flow of freshwater that over-diluted the salinity of the beach pore water.

When the hydraulic conductivity of the lower layer was decreased from $10^{-5}$ m/s (Model 1) to $10^{-6}$ m/s (Model 3), the simulated water table was very close to that observed and that obtained from Model 1. For this reason, it is not shown. Thus, one is led to conclude that decreasing the hydraulic conductivity of the lower layer had no effects on the water table at wells W2–W5. However, the difference between Model 3 and Model 1 (and the observed data) was large for the salinity. Figure 7 shows that the match between

**Table 4. Model Setup for Numerical Simulations**

<table>
<thead>
<tr>
<th>Model</th>
<th>Surface Layer</th>
<th>Pits</th>
<th>Lower Layer</th>
<th>Longitudinal Dispersivity</th>
<th>Transverse Dispersivity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Zone 1</td>
<td>Zone 2</td>
<td>Zone 1</td>
<td>Zone 2</td>
<td>(m)</td>
</tr>
<tr>
<td>1</td>
<td>$10^{-3}$</td>
<td>$10^{-2}$</td>
<td>$10^{-5}$</td>
<td>$10^{-3}$</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>2</td>
<td>$10^{-3}$</td>
<td>$10^{-2}$</td>
<td>$10^{-4}$</td>
<td>$10^{-3}$</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>3</td>
<td>$10^{-3}$</td>
<td>$10^{-2}$</td>
<td>$10^{-6}$</td>
<td>$10^{-3}$</td>
<td>$10^{-2}$</td>
</tr>
<tr>
<td>4</td>
<td>$10^{-3}$</td>
<td>$10^{-2}$</td>
<td>$10^{-5}$</td>
<td>$5 \times 10^{-3}$</td>
<td>$5 \times 10^{-2}$</td>
</tr>
<tr>
<td>5</td>
<td>$10^{-3}$</td>
<td>$10^{-2}$</td>
<td>$10^{-5}$</td>
<td>$5 \times 10^{-4}$</td>
<td>$5 \times 10^{-3}$</td>
</tr>
<tr>
<td>6</td>
<td>$10^{-3}$</td>
<td>$10^{-2}$</td>
<td>$10^{-5}$</td>
<td>$5 \times 10^{-3}$</td>
<td>$5 \times 10^{-2}$</td>
</tr>
<tr>
<td>7</td>
<td>$5 \times 10^{-3}$</td>
<td>$5 \times 10^{-2}$</td>
<td>$10^{-5}$</td>
<td>$5 \times 10^{-4}$</td>
<td>$5 \times 10^{-3}$</td>
</tr>
<tr>
<td>8</td>
<td>$5 \times 10^{-3}$</td>
<td>$5 \times 10^{-2}$</td>
<td>$10^{-5}$</td>
<td>$5 \times 10^{-4}$</td>
<td>$5 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

*Zone 1 and zone 2 denote the zones of $0 < x < 12$ m and $12 < x < 70$ m, respectively, where $x$ is the seaward horizontal distance from W1.

---

Figure 5. The water table at wells W2, W3, and W5 when the hydraulic conductivity of the lower layer was increased from $10^{-5}$ m/s (Model 1) to $10^{-4}$ m/s (Model 2). Symbols represent observations, and solid lines represent the simulations. The thick solid lines are simulation results of Model 1, and the thin solid lines are simulation results of Model 2. The tidal level and the elevations of the beach surface, of the interface between the surface and the lower layers, and of the PTs (pressure transducers) installed at these observation wells are also shown to indicate the submersion period.
the observed and simulated salinities of Model 3 became worse than that of Model 1. The salinity simulated by Model 3 was higher than the observed ones, particularly during falling tides and at low tide at Port A of W3 (Figure 7a), Ports B of W4 (Figure 7b) and Port A of W5 (Figure 7c). These results demonstrate that the hydraulic conductivity of the lower layer of Model 3 is too low to provide enough fresh water at low tide for diluting the pore water. Therefore, the hydraulic conductivity of Model 1 is the optimal one.

4.4.2. Effect of Dispersion

Quantifying dispersion is crucial for understanding the mixing between water masses in a beach environment. Studies on dispersivity were based on flow through heterogeneous aquifers [Gelhar and Axness, 1983; Neuman, 1990; Rajaram and Gelhar, 1993], and suggest that the macrodispersivity (or field dispersivity) should be around 5% to 10% of the domain length. This has led some researchers dealing with tidally influenced beaches to use relatively large values in numerical simulations. The fieldscale dispersivity depends on the traveled path and while such paths are practically horizontal and constant with time in inland aquifers, they are highly dynamic and convoluted in tidally influenced beaches; beaches fill from the sea during high tides and drain during low tides. The circulation cell was noted in numerous works [Boufadel, 2000; Ataie-Ashtiani et al., 2001; Boufadel et al., 2006; Brovelli et al., 2007]. Therefore, the domain dispersivity, should be based on some integrated measure of paths of various lengths, and it should be always smaller than the dispersivity obtained by assuming water traveling the whole length of the beach.

![Figure 6](image-url). Salinity of the pore water at ports of W3, W4, and W5 when the hydraulic conductivity of the lower layer was increased from $10^{-5}$ m/s (Model 1) to $10^{-4}$ m/s (Model 2). Symbols represent observations, and dotted and dashed lines represent the simulations. The dotted lines are simulation results of Model 1, and the dashed lines are simulation results of Model 2. The tidal level is also shown.

![Figure 7](image-url). Salinity of the pore water at ports of W3, W4, and W5 when the hydraulic conductivity of the lower layer was decreased from $10^{-5}$ m/s (Model 1) to $10^{-6}$ m/s (Model 3). Symbols represent observations, and dotted and dashed lines represent the simulations. The dotted lines are simulation results of Model 1, and the dashed lines are simulation results of Model 3. The tidal level is also shown.
We found by calibration that the longitudinal dispersivity $a_L$ is 0.1 m (Model 1) supporting our argument above (i.e., $a_L$ much smaller than 5% of the domain length, which would be 3.5 m). The transverse dispersivity $a_T$ was found to be 0.005 m. When these values were increased to $a_L = 0.5$ m and $a_T = 0.1$ m (Model 4), the match between the observed and simulated salinities became worse than those of Model 1 at most of the ports (Figure 8). The salinity simulated by Model 4 was generally high near low tides (e.g., W5B). The difference was not too large, however, suggesting that intermediate dispersivity values between Model 1 and Model 4 would still be acceptable overall.

Figure 8. Salinity of the pore water at ports of W2, W3, W4, and W5 when the longitudinal dispersivity was increased from 0.1 m (Model 1) to 0.5 m (Model 4) and the transverse dispersivity was increased from 0.005 m (Model 1) to 0.1 m (Model 4). Symbols represent observations, and dotted and dashed lines represent the simulations. The dotted lines are simulation results of Model 1, and the dashed lines are simulation results of Model 4. The tidal level is also shown.
4.5. Evaluation of Exchange

In order to investigate the groundwater flow and salt transport in the intact sediments of the tidal beach without artificial perturbation, simulations that excluded the pit effects were conducted after model calibrations. The model parameters identified using the observed water table and salinity in previous sections were used in the simulations.

Figure 9 shows the water table, velocity vectors, and contours of salinity distribution at rising midtide \((t = 61.0\, \text{h})\), high tide \((t = 64.2\, \text{h})\), falling midtide \((t = 68.0\, \text{h})\), and low tide \((t = 70.6\, \text{h})\). When tides rose from the midtide to high tide, the salt plume spread landward in the top section of the beach along the surface layer (Figures 9a and 9b). When tides fell from the midtide to low tide, the salt plume in the top section of the beach withdrew seaward (Figures 9c and 9d). Figure 9 indicates that the salinity generally decreased with depth until it reached a zero value (freshwater). A saltwater wedge formed near the low tide line (around \(x = 45\, \text{m}\)). The two parts of the salt plume were produced by different mechanisms: the upper part was due to salt transport associated with tidally driven seawater-groundwater circulation, and the lower part (wedge) was due to saltwater intrusion, a situation similar to those observed by Boufadel [2000] and Li et al. [2008].

The salinity in the salt wedge seaward of the low tide line was almost unchanged with the tide in comparison with the salt plume in the surface layer of the intertidal zone, which varied closely with the tide. This was noted in previous studies in homogeneous beaches [Ataie-Ashtiani et al., 1999; Boufadel, 2000; Li et al., 2008]. In addition, the freshwater discharge “tube” between the upper saline plume and salt wedge first observed by Boufadel [2000] did not appear here, probably due to the two-layered structure of the beach as explained next.

The salt from the sea disperses landward and is opposed by seaward convection of freshwater. Due to the permeability contrasts, water propagating seaward in both layers tends to exit the beach through the surface layer, especially landward of the slope break at \(x = 25\, \text{m}\) (note the large velocity vectors in Figure 9d). This implies that the freshwater flow reaching the interface at 40 m is considerably reduced and is not capable of clearing of path “the tube” before the tide rises again. Thus, the salinity distribution in this gravel beach is unlike studies in sandy beaches [Boufadel, 2000; Robinson et al., 1998]. A similar salinity distribution was observed in a two-layered beach in Prince William Sound [Li and Boufadel, 2010].

Figure 10 reports the Darcy velocity distribution within the beach averaged over the observation period (208 h). The bulk of the freshwater in the beach comes from the landward side W1, and the flow direction is seaward. The velocity in the surface layer is much higher than that in the lower layer due to the permeability difference between the two layers. Note the decrease in velocity mag-

**Figure 9.** Spatial salinity distribution and groundwater table for (a) rising midtide, (b) high tide, (c) falling midtide, and low tide. Banded colors are contours of salinity of the pore water, and black dashed lines represent water table. Vectors were used to indicate the velocity direction and magnitude.
nitude at the saltwater interface (approximately \( x = 40 \) m). Note also the landward pointing velocity at \( x > 40 \) m. In particular at \( x = 45 \) m at 0.40 m below the beach surface (the interface of the two layers is 0.20 m below the beach surface) there are two velocity vectors pointing landward. Thus, salt dispersion in the lower layer is acting to close in on the freshwater tube. Interestingly, the velocity vectors at locations in the surface layer, are pointing seaward reflecting the fact that seaward convection is large in the surface layer. One could also note the circulation of seawater near the low tide.

Figure 11 shows time series of pore water velocity at location 0.1 m below the interface of wells W2–W5. For W2 and W3 (Figure 11a), focusing on the period between \( t = 60 \) h and \( t = 70 \) h, one notes: as the tide rises, the layer fills from below causing water coming from the land side to rise out of the lower layer (\( t = 61 \) h for W3 and \( t = 62 \) h for W2). The flow decreases in magnitude as the tide rises until it reaches a minimum at high tide. The outward flow from the lower layer at W2 and W3 increases again (\( t = 65 \) h for W2 and \( t = 67 \) h for W3) almost at the same tidal elevation that caused the earlier peaks. As the tide level drops, water begins entering the lower layer while being supplied through the high-permeability surface layer.

In order to estimate the tide-induced submarine groundwater discharge (SGD) across the beach-sea interface of the intact beach, the outflow and inflow rates of water along the beach face averaged over a spring-neap tide cycle were computed. Figure 12 shows the percentage of inflow rate and outflow rate (volume of seawater entering or flowing through the beach domain in unit length of the beach surface in the cross-shore direction and unit length in the long-shore direction per day). They can reach their maximum ratio, 19% of total rates in the middle intertidal zone (tide height interval of 1.8–2.3 m). From Figure 12, one can conclude that the major portion of seawater-groundwater circulation occurred in the intertidal zone. The total submarine groundwater discharge (SGD) was 10.24 m\(^3\) d\(^{-1}\) m\(^{-1}\) (by integrating the outflow rate along the whole beach face). In addition, the total inland freshwater recharge from the left boundary was 1.48 m\(^3\) d\(^{-1}\) m\(^{-1}\). Therefore, the net discharge is 8.76 m\(^3\) d\(^{-1}\) m\(^{-1}\), which is given by the...
difference between the total SGD and freshwater discharge. The fresh groundwater discharge constituted 14.4% of the total SGD over the spring-neap period, which is higher than previous studies [e.g., Younger, 1996; Church, 1996], where they stated that 4% SGD is from inland freshwater recharge. Our large value is most likely due to the high permeability of the surface layer.

[54] Michael et al. [2005] considered the effects of seasonal variation of inland recharge on SGD and obtained an estimation of SGD $\sim 7.0 \text{ m}^3 \text{ d}^{-1} \text{ m}^{-1}$ through a coastal zone at Waquoit Bay, Massachusetts, USA. Robinson et al. [2007] considered seawater-groundwater exchange along the aquifer-ocean interface in a sandy beach aquifer. The tidal range varied from approximately 2.2 m at the spring tide to 1.1 m at the neap tide. The total SGD was estimated at 5.1 m$^3$ d$^{-1}$ m$^{-1}$ at spring tide and 4.1 m$^3$ d$^{-1}$ m$^{-1}$ at neap tide. Compared with the SGD in previous works [Michael et al., 2005; Robinson et al., 2007], our SGD is larger than theirs, which is probably due to the large tidal range of 4.8 m in our beach and the very permeable surface layer [Destouni and Prieto, 2003; Li et al., 2008].

5. Effect on Oil Persistence

[55] This beach was heavily polluted by the Exxon Valdez oil spill in 1989. Therefore, the question that emerges is why this beach is relatively “clean” while a beach 100 m south of it, KN114A remains heavily polluted [Short et al., 2004, 2006; Taylor and Reimer, 2008]. We believe this to be related to the elevation of the water table with respect to the interface of the two layers. First, it is important to discuss the mechanisms of oil infiltration into the beach; during the initial oiling, the rapid fall of the water table with the falling tide within the highly permeable surface layer allowed oil stranded on the beach surface to penetrate the interstices of the surface layer, sheltering it from continued weathering if it was remaining on the beach surface. Therefore, that oil, most likely kept its initial low viscosity and high fluidity [see also Short et al., 2006]. In this regard, the surface layer acted as reservoir for the slow, continuous filling of the lower layer whenever the water table dropped below the interface of the two layers. In the beach studied in this paper, the water table remained above the interface of the two layers due to variety of reasons, such as the large groundwater flow and/or a deep surface layer. Therefore, it is likely that oil remained only in the surface layer, and got washed out due to the vigorous level of cleaning and/or the passing of 20 years. It is also possible that oil trapped in the surface layer biodegraded due to the presence of sufficient oxygen. The nutrient concentration in the surface layer is small [Bragg et al., 1994; Atlas and Bragg, 2009], but one would expect considerable biodegradation after 20 years if sufficient oxygen is present [see Venosa and Zhu, 2003].

6. Conclusions

[56] This paper investigated the interaction of groundwater and seawater in a tidally influenced gravel beach. Field observations of water table, pore water salinity were performed. The two-dimensional finite element model MARUN [Boufadel et al., 1999a] was used to simulate observed water table and salinity. Based on field observations and model calibrations, a two-layered beach structure was identified which is characterized by a high-permeability surface layer underlain by a low-permeability lower layer.

[57] The observed data and numerical simulations demonstrated the following important facts:

[58] 1. The behavior of water table variation indicates that the beach needs to be viewed as made up of two layers. The salt wedge seaward of the low tide line was almost invariant in comparison with the strong fluctuations of the salinity plume in the surface layer of the intertidal zone.

[59] 2. The presence of the two layers prevented the presence of a freshwater discharge “tube” between the upper saline plume and salt wedge. This is in contrast with the previous works where freshwater discharge tube were observed [Boufadel, 2000; Robinson et al., 2006]. The tide-induced submarine groundwater discharge (SGD) was estimated at 9 m$^3$ d$^{-1}$ m$^{-1}$. This is a large value that is probably due to the large tidal range of $\sim 4.8$ m and the very permeable surface layer. The freshwater-seawater dynamics revealed here may provide new insights into the complexity, intensity and time scales of mixing between fresh groundwater and seawater in tidal beaches.

[60] 3. A sensitivity analysis revealed that the estimated parameters are well determined, especially when one attempts to match both the observed water table and salinity.

[61] 4. The simulated water table of the beach is higher than the interface between the surface and lower layers, which prevented Exxon Valdez oil from penetrating into the lower layer in 1989.

Appendix A

[62] The water flow equation for homogeneous, isotropic two-dimensional domains can be written as [Boufadel et al., 1999a; Boufadel, 2000]:

$$\beta_0 \frac{\partial S}{\partial t} + \beta S_0 \frac{\partial \psi}{\partial x} + \phi \frac{\partial \beta}{\partial t} = \frac{\partial}{\partial x} \left( \beta_0 k \frac{\partial \psi}{\partial x} \right)$$

$$+ \frac{\partial}{\partial z} \left( \beta_0 k_0 \frac{\partial \psi}{\partial z} + \beta \right),$$

(A1)

where $\psi$ [L] is the pressure head, $\phi$ [-] is the porosity, $S$ [-] is the degree of water saturation (fraction of pore volume occupied by water), $S_0$ [L$^{-1}$] is the specific storage, $K_0$ [LT$^{-1}$] is the saturated hydraulic conductivity for freshwater (constant), $k_r$ is the relative permeability, $\beta$ is the density ratio defined as:

$$\beta = \frac{\rho}{\rho_0} = 1 + \varepsilon c \geq 1,$$

(A2)

where $\rho$ [ML$^{-3}$] is the density of the beach pore water, $\rho_0 = 998.2$ kg m$^{-3}$ is the fresh water density at 20°C, $\varepsilon$ is a fitting parameter and equals $7.63 \times 10^{-4}$ m$^3$ kg$^{-1}$; $c$ is the salt concentration [ML$^{-3}$] of the beach pore water, $\delta$ is the dynamic viscosity ratio defined by Boufadel et al. [1999a] as:

$$\delta = \frac{\mu_0}{\mu} = 1 - \xi c \leq 1,$$

(A3)
where \( \mu \) [ML\(^{-3}\)T\(^{-1}\)] is the dynamic viscosity of the beach pore water, \( \mu_0 = 0.001 \text{ kgm}^2\text{s}^{-1} \) is the dynamic viscosity of the fresh water at 20°C, and \( \xi \) is a constant equal to \( 1.566 \times 10^{-4} \text{ mkg}^{-1} \).

[63] The soil moisture ratio and the relative permeability are correlated by the van Genuchten [1980] model:

\[
\text{For } \psi \geq 0: \ S = 1.0, \ k_r = 1, \quad (A4)
\]

\[
\text{For } \psi < 0, \ k_r = \sqrt{S_e} \left(1 - \left(1 - S_e^{1/m}\right)^m\right)^2, \quad (A5)
\]

where \( S_e \) is the effective saturation ratio given by:

\[
S_e = \frac{S - S_r}{1 - S_r} = \left[ \frac{1}{1 + \left(\alpha |\psi|/n\right)} \right]^m, \quad (A6)
\]

where \( m = 1 - \frac{1}{\beta} \), \( S_r \) is the residual saturation ratio, \( \alpha \) [L\(^{-1}\)] represents the characteristic pore size of the beach soil, and higher \( \alpha \) values imply a coarser material. The inverse of \( \alpha \) provides an estimate of the capillary fringe (zone of considerable moisture above the water table). The term \( n \) represents the uniformity of the pores and higher values of \( n \) imply a more uniform pore size distribution [van Genuchten, 1980].

[64] The solute transport equation is the well-known convection-dispersion equation. In the absence of source/sink term, it can be written as [Boufadel et al., 1999a; Boufadel, 2000]:

\[
\phi S \frac{\partial c}{\partial t} = \beta \left[ \nabla \cdot (\phi S \tau \nabla c) + \nabla \cdot (D \nabla c) \right] - q \cdot \nabla c, \quad (A7)
\]

where \( \nabla = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right) \) is the gradient operator with respect to the dimensional spatial variables, \( q = (q_x, q_y, q_z) \) [LT\(^{-1}\)] is the Darcy flux vector defined as:

\[
q = (q_x, q_y) = -\kappa k_0 \left( \frac{\partial \psi}{\partial x}, \frac{\partial \psi}{\partial y} + \beta \right), \quad (A8)
\]

the term \( \tau \) (dimensionless) is the domain tortuosity, \( D_m \) [L\(^2\)T\(^{-1}\)] is the diffusion coefficient (molecular diffusion). The term \( D \) in (A7) represents the dispersion tensor given by

\[
D = \frac{1}{\|q\|^2} \left( \alpha_L q_x^2 + \alpha_T q_y^2, \ (\alpha_L - \alpha_T) q_x q_y, \ \alpha_T q_y^2 + \alpha_L q_x^2 \right), \quad (A9)
\]

where \( \|q\|^2 = q_x^2 + q_y^2 \), \( \alpha_L \) [L] and \( \alpha_T \) [L] are the longitudinal and transverse dispersivities, respectively.

### Appendix B

#### B1. Effect of Pits

[65] When the hydraulic conductivity in each pit was increased from 10\(^{-3}\) m/s (Model 1) to 5 \times 10\(^{-2}\) m/s (Model 5) at W1 and W2, and from 10\(^{-2}\) m/s (Model 1) to 5 \times 10\(^{-2}\) m/s (Model 5) at W3, W4 and W5, the match between the observed and simulated salinity of Model 5 became worse than that of Model 1 at wells W3 (Figure B1a), W4 (Figure B1b and Figure B1c) and W5 (Figure B1d). The salinities simulated by Model 5 are much higher than the observed ones, but those by Model 1 are reasonably close to

Figure B1. Salinity of the pore water at ports of W3, W4, and W5 for Model 5 when the hydraulic conductivity of pits for W1 and W2 was increased from 10\(^{-3}\) m/s (Model 1) to 5 \times 10\(^{-2}\) m/s (Model 5) and that of pits for W3, W4, and W5 was increased from 10\(^{-2}\) m/s (Model 1) to 5 \times 10\(^{-2}\) m/s (Model 5). Symbols represent observations, and dotted and dashed lines represent the simulations. The dotted lines are simulation results of Model 1, and the dashed lines are simulation results of Model 5. The tidal level is also shown.
the observed ones at Port A of W3, Ports B and C of W4, and Port A of W5, particularly at Ports B and C of W4. Take a typical time at $t = 25$ h of Port A at W3 as an example (Figure B1a), the error between the simulated salinity by Model 5 and the observation is around 4 g/L, whereas the error between the simulated salinity by Model 1 and observation is only 1 g/L. The relative error of Model 5 is 34%, much higher than that of Model 1 (10%). These results indicate that the hydraulic conductivities of pits in Model 5 are too high, resulting in more seawater (saltwater) entering the pits during rising tides than occurred in reality.

Figure B2. Simulated spatial salinity distributions and water table (black dashed lines) of Model 5 and Model 1 at different times of (a) rising midtide ($t = 86$ h), (b) high tide ($t = 89$ h), (c) falling midtide ($t = 92$ h), and (d) low tide ($t = 95$ h). The interface between the surface layer and the lower layer together with the pit at W3 is indicated by the white dashed line. The black circle represents the port C at W3.
At ports located in the shallow part of the pits (such as Port C of W2, Port C of W3 and Port B of W5), the difference of the salinities simulated by both Models 1 and 5

Figure B3. Salinity of the pore water at ports of W3, W4, and W5 for Model 6 when the hydraulic conductivity of pits for W1 and W2 was decreased from $10^{-3}$ m/s (Model 1) to $5 \times 10^{-4}$ m/s (Model 6) and that of pits for W3, W4, and W5 was decreased from $10^{-2}$ m/s (Model 1) to $5 \times 10^{-3}$ m/s (Model 6). Symbols represent observations, and dotted and dashed lines represent the simulations. The dotted lines are simulation results of Model 1, and the dashed lines are simulation results of Model 6. The tidal level is also shown.

[60] At ports located in the shallow part of the pits (such as Port C of W2, Port C of W3 and Port B of W5), the difference of the salinities simulated by both Models 1 and 5

Figure B4. The water table at wells W2, W3, W4, and W5 when the hydraulic conductivity of the surface layer was increased from $10^{-3}$ m/s (Model 1) to $5 \times 10^{-3}$ m/s (Model 7) for $0 \text{ m} < x < 12 \text{ m}$ and from $10^{-2}$ m/s (Model 1) to $5 \times 10^{-2}$ m/s (Model 7) for $12 \text{ m} < x < 70 \text{ m}$. Symbols represent observations, and solid lines represent the simulations. The thick solid lines are simulation results of Model 1, and the thin solid lines are simulation results of Model 7. The tidal level and the elevations of the beach surface, of the interface between the surface and the lower layers, and of the PTs (pressure transducers) installed at these observation wells are also shown to indicate the submersion period.
was very small (the results of time series are not shown here). It can be seen from Figure B2, where the salinity around port C of W3 was shown when it was submerged at $t = 86$ h (Figure B2a) and 89 h (Figure B2b), and emerged at $t = 92$ h (Figure B2c) and 95 h (Figure B2d). The salinity contours around port C (located at $x = 15.20$ m and $z = 3.0$ m) simulated by Models 1 and 5 are almost the same. During high tides, due to the shallow depth, it was easy for the front of seawater to arrive at these ports for the two $K$ values used in Models 1 and 5. During low tides, larger quantity of freshwater from inland arrived at these ports, resulting in low salinity in them for the two $K$ values used in Models 1 and 5.

The water table was almost insensitive to the increasing of the hydraulic conductivity of the surface layer. Due to the high permeability of the pits and the much low permeability of the lower layer both in Models 1 and 5, the water table in the pits was mainly determined by the elevation of the lowest intersection (most seaward) between the pit wall and the interface of the two layers. This was clearly demonstrated in Figure B2d, where the water table in the pit at low tide around $t = 95$ h was the same for Models 1 and 5.

**Figure B5.** Salinity of pore water at ports of W2, W3, W4, and W5 when the hydraulic conductivity of the surface layer was increased from $10^{-3}$ m/s (Model 1) to $5 \times 10^{-3}$ m/s (Model 7) for $0 < x < 12$ m and from $10^{-2}$ m/s (Model 1) to $5 \times 10^{-2}$ m/s (Model 7) for $12 < x < 70$ m. Symbols represent observations, and dotted and dashed lines represent the simulations. The dotted lines are simulation results of Model 1, and the dashed lines are simulation results of Model 7. The tidal level is also shown to indicate the submersion period.
When the hydraulic conductivity in each pit was decreased from $10^{-3}$ m/s (Model 1) to $5 \times 10^{-4}$ m/s (Model 6) at pits W1 and W2, and from $10^{-2}$ m/s (Model 1) to $5 \times 10^{-3}$ m/s (Model 6) at pits W3, W4 and W5, the comparison between simulated and observed salinities deteriorated from that obtained by Model 1 at wells W3 (Figure B3a), W4 (Figure B3b and Figure B3c), and W5 (Figure B3d). The simulated salinities of Model 6 were lower than the observed ones at Port A of W3, Ports B and C of W4 and Port A of W5 near high tides. This indicates that the hydraulic conductivities of the pits of Model 6 are too low, resulting in less seawater (salt) entering into the pits.

Similar to the situations discussed above, at locations in the shallow part of the pits (such as Port C of W2, Port C of W3 and Port B of W5), the difference of the salinities simulated by both Models 1 and 6 was very small (the results of time series are not shown here). The reason for this is similar to that discussed above (Figure B2). In addition, due to the same mechanism described above (Figure B2d), the decreasing of the hydraulic conductivity of pit had no effects on the water table at wells W2–W5.

B2. Surface Layer

When the hydraulic conductivity in the surface layer was increased from $10^{-3}$ m/s (Model 1) to $5 \times 10^{-3}$ m/s (Model 7) for $0.0 \ m < x < 12 \ m$, and from $10^{-2}$ m/s (Model 1) to $5 \times 10^{-2}$ m/s (Model 7) for $12 \ m < x < 70 \ m$, the match to the observed water table by the simulation of Model 7 became worse than that of Model 1 (Figure B4). The water table simulated by Model 7 dropped faster than that by Model 1 during falling tides, indicating that the hydraulic conductivity of the surface layer used in Model 7 is too high.

The match to the observed salinities by the simulation of Model 7 is considerably worse than that of Model 1 (Figure B5). The simulated salinities by Model 7 were higher than the observed ones near high tides, and lower than the observed ones near low tides at each port. These results demonstrated that much more seawater than in reality entered the surface layer and arrived at the monitoring locations during high tides, and much more freshwater than in reality, during low tides, indicating that the hydraulic conductivity of the surface layer in Model 7 is too high.

When the hydraulic conductivity in the surface layer was decreased from $10^{-3}$ m/s (Model 1) to $5 \times 10^{-4}$ m/s (Model 8) for $0 \ m < x < 12 \ m$, and from $10^{-2}$ m/s (Model 1) to $5 \times 10^{-3}$ m/s (Model 8) for $12 \ m < x < 70 \ m$, the water table simulated by Model 8 were obviously worse than those by Model 1. The water table of Model 8 dropped more slowly during falling tides than the observed water table or the simulated by Model 1 (Figure B6). In particular, seepage face occurred at W4 (the water table located at the surface), which was not the case in reality. These results indicate that the hydraulic conductivities of the surface layer in Model 8 are too low to drain the pore water in the surface layer in time as in reality.

The match to the observed salinities by Model 8 is considerably worse than that by Model 1 (Figure B7). The simulated salinities by Model 8 were higher than the observed ones near low tides, indicating that the hydraulic conductivity of the surface layer in Model 8 is too low to provide enough freshwater for diluting the pore water.
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Figure B7. Salinity of the pore water at ports of W2, W3, W4, and W5 when the hydraulic conductivity of the surface layer was decreased from $10^{-3}$ m/s (Model 1) to $5 \times 10^{-4}$ m/s (Model 8) for $0 \leq x < 12$ m and from $10^{-2}$ m/s (Model 1) to $5 \times 10^{-3}$ m/s (Model 8) for $12 \leq x < 70$ m. Symbols represent observations, and dotted and dashed lines represent the simulations. The dotted lines are simulation results of Model 1, and the dashed lines are simulation results of Model 8. The tidal level is also shown.


