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Abstract

In the past decades, the collision accidents of vessels have drawn much attention due to the bad impact on the maritime environment, and the loss of human lives and money. This leads to developing various collision avoidance systems that act as a decision support system for the crew or as an autonomous system, especially with increasing traffic density and speed as well as growing ship sizes, and the attribution of most of the maritime accidents to humans factors. These systems lack the utilization of the ship maneuverability, represented by the ship dynamics and/or external environmental disturbances. Due to the characteristics of ship motion such as large inertia, time delay and nonlinearities etc., the ship dynamics is a major and important issue for the navigational accuracy and safety of ships, especially in the collision avoidance of ships.

This thesis presents a combined Nonlinear Model Predictive Control (NMPC) for position and velocity tracking of surface vessels, and collision avoidance of static and dynamic objects into a single control scheme. This scheme is suitable for critical maneuvering of autonomous vessels in near-collision situation due to the explicit utilization of the dynamic model and the ship domain in the design. It accounts for sideslip angle and counteracts environmental disturbances. The ship domain of the vessel is assumed to be either circular or elliptical disk. A three-degree-of-freedom (3-DOF) dynamic model is used with only two control variables: namely, surge force and yaw moment. External environmental forces are considered as constant or slowly varying disturbances with respect to the inertial frame, and hence nonlinear with respect to the body frame of the vessel. Nonlinear disturbance observer (NDO) is used to estimate these disturbances in order to be fed into the prediction model and enhance the robustness of the controller. A nonlinear optimization problem is formulated to minimize the deviation of the vessel states from a time varying reference generated over a finite horizon by a virtual vessel. Sideslip angle is considered in the cost function formulation to account for tracking error caused by the transverse external force in the absence of sway control force. Collision avoidance is embedded into the trajectory tracking control problem as a time-varying nonlinear constraint of position states to account for static and
dynamic obstacles. This constraint takes a simple Euclidean distance form for curricular ship domain, and an elliptical disk separation condition for the elliptical case. The effectiveness of the presented approaches are evaluated for three typical collision scenarios; head-on, overtaking and crossing, using MATLAB and ACADO toolkit for automatic control and dynamic optimization.
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Introduction

In the past decades, the collision accidents in the maritime domain have drawn much attention from the academic community due to the disastrous consequences on human lives and the impact on the society and the marine environment. Over the centuries, ship navigation has traditionally been performed entirely by human endeavour. Today, however, maritime technology comes to the aid of the ship piloting crew in minimizing navigational errors[1]; especially that most of the maritime accidents (about 80%) are attributed to humans factors[2], and the technological advancements in the marine engineering result in the development of heavy and huge ships with great speed, as well as increase of the traffic density. This technology provides many systems ranging from collision alert and decision support systems for the crew over to autonomous collision avoidance systems that take the necessary action automatically. This also raises the prospect of crewless “ghost” ships crisscrossing the ocean, with the potential for cheaper shipping with fewer accidents.

In addition, there is a trend in the maritime domain to use autonomous or semi-autonomous vessels due to the benefits of reduced personnel and the operational precision in spite of the legal and safety issues concerning letting autonomous vessels travel unsupervised in the near future. One of the most challenging requirements
that increase the possibility of accepting running autonomous vessels is to operate safely. Safe operation means that the vessel can track its planned trajectory accurately and avoid collision with obstacles and encountered vessels.

In this context, designing a precise trajectory tracking and collision avoidance systems become necessary not only for autonomous vessels but also for the manned ships to support the crew, decrease their workload and decrease the human mistakes. Trajectory tracking of vessels is a control system component that utilize the ship maneuverability, represented by the ship dynamic model, to track the planned trajectory, while collision avoidance is usually handled as planning problem that lack the utilization of the dynamic model and/or external environmental disturbances in the design. Due to the characteristics of ship motion such as large inertia, time delay and nonlinearities etc., the ship dynamics is a major and important issue for the navigational accuracy and safety of ships, especially in the collision avoidance of ships. The literature lacks considering this issue except for the very recent research [3, 4].

The sinking of The Royal Mail Ship (RMS) Titanic can provide some insights on how a better understanding of the ship dynamics can lead to a better collision avoidance systems. The RMS Titanic has sunk on the night of 14th April to the morning of 15th April 1912 in the North Atlantic Ocean during its voyage from Southampton to New York City. It was the largest passenger liner in service at that time with about 2,224 people on board when she struck an iceberg at around 23:40 (ship’s time) on Sunday, 14th of April 1912 while she was at a speed of 22 knots (41 km/h; 25 mph), only 2 knots (3.7 km/h; 2.3 mph) less than her maximum speed of 24 knots (44 km/h; 28 mph)[5]. The RMS Titanic was in close encounter head-on situation with an iceberg when the fleet noticed that. One of the fleet rang the lookout-bell three times and telephoned the bridge to inform Sixth Officer James Moody. After thanking Fleet, Moody relayed the message to Murdoch, who ordered Quartermaster Robert Hichens to change the ship’s course[6]. The First Officer Murdoch had ordered the helm hard-a-starboard (rudder hard-a-port) which
turns her to port side while ordering the engines full astern. The change of heading was just in time to avoid the head-on collision, but the change in direction caused the ship to strike the iceberg with a glancing blow as shown in Figure 1.1. An underwater spur of ice scraped along the starboard side of the ship for about seven seconds which led to a flood of five compartments.

In [7], Captain Lewis Marmaduke Collins, Atlantic Pilotage Authority, has said that many experts assumed the damage of the aft could have been avoided by Murdoch ordering the helm hard-a-port, which turned her back to starboard, after he had turned to port with a hard-a-starboard helm. This could happen due to the drifting behavior of the ship dynamics during maneuvering as when a ship is trying to turn to the port side, it drifts for sometime in the starboard side. Employing this dynamic behavior, Titanic was able to swing around the iceberg by ordering the helm hard-a-port after the hard-a-starboard helm order.

In this context, this thesis considers the problem of ship motion control, i.e. trajectory tracking or path following, while taking into consideration collision avoidance to act as a last-line of defense scheme. This is achieved by employing the nonlinear dynamics of the ship as well as its geometry, represented by its ship domain, in the collision avoidance design. Such a collision avoidance maneuvering needs to be accurate and hence considering environmental disturbance is necessary. The main motivation driving this work is the development of an integrated motion
control and collision avoidance. This scheme has an increasing attention during the last decade in different domains such as robotics and automotive.

This chapter gives an overview of the autonomous vessels and its benefits followed by the components of the ship control system. After that, a brief overview of the safety rules that is used during collision risk is presented. The main contributions of this research are given at the end of the chapter followed by the thesis structure.

1.1 Autonomous Vessels

The trend is clear that higher level of automation is entering, not only the maritime domain, but also all sectors of transportation[8]. Although the international shipping law states that ocean-going vessels must be properly crewed which makes Unmanned Surface Vessels (USVs) not allowed in international waters, a discussion began in 2017 at UN’s International Maritime Organization (IMO) that could allow USVs to operate across oceans. The USVs has many benefits such as[9]:

- Reduced personnel cost.
- Less need for personnel in exposed areas and thus improved personnel safety.
- Reduced risk and smaller consequences from operator errors.
- Increased operational precision.
- Wide weather window of operations.
- Flexible vehicles with reduced emissions and thus more eco-friendly operations.
- New vehicle designs and concepts of operation.

The vessel automation can be categorized into different autonomy levels (AL), from simple decision support system to full autonomous vessel, as described in [10]:
• **Decision support:** This corresponds to current advanced ship types with Automatic Radar Plotting Aid (ARPA) system as an anti-collision system, electronic chart systems and common automation systems like autopilot. The crew is still in direct command of ship operations and continuously supervises all operations. This level normally corresponds to "no autonomy".

• **Automatic:** The ship has more advanced automation systems that can complete certain operations without human interaction, e.g. dynamic positioning or automatic berthing. The operation follows a pre-programmed sequence and will request human intervention if any unexpected events occur or when the operation completes. The shore control center (SCC) or the bridge crew is always available to intervene and initiate remote or direct control when needed.

• **Constrained autonomous:** The ship can operate fully automatic in most situations and has a predefined selection of options for solving commonly encountered problems, e.g. collision avoidance. It has defined limits to the options it can use to solve problems, e.g. maximum deviation from planned track or arrival time. It will call on human operators to intervene if the problems cannot be solved within these constraints. The bridge personnel continuously supervises the operations and will take immediate control when requested to by the system. Otherwise, the system will be expected to operate safely by itself.

• **Fully autonomous:** Overall decisions on navigation and operation are calculated by the system. Consequences and risks are calculated. The system acts based on its analysis and calculations of its own capability and the surroundings’ reaction. Knowledge about the surroundings and previous and typical events are included at a machine intelligent level.
There are many potential benefits to be gained from autonomous ships. It is assumed that autonomous ships would have fewer accidents because the majority of maritime accidents involve collisions or groundings, caused by humans. In its 2016 annual overview, the European Maritime Safety Agency found that 62% of the 880 accidents occurring globally (2011-2015) were caused by 'human erroneous action'. Given the role of human error in maritime incidents, it is assumed that autonomous or unmanned vessels could be safer. At the same time, the risks inherent in having a crew, such as injury or loss of life, will be significantly reduced or even eliminated. In this context, The operation of autonomous ships will need to be at least as safe as existing vessels if they are to secure regulatory approval, the support of ship owners, operators, seafarers and wider public acceptance. The research of autonomous vessels covers a lot of disciplines which includes but not limited to:

- **Improved sensor system:** by developing new efficient algorithms for sensor fusion of inertial, magnetic, range/position, velocity and imaging sensors employing observer theory.

- **Obstacles Detection:** by using fusion of different equipments such as Radar, camera or AIS data to sense and detect the obstacle or crossing vessel, and categorize them. This includes also intelligent prediction of ships trajectories.

- **Collision avoidance:** by developing collision avoidance algorithms using optimization and heuristic search methods.

- **Track keeping:** by developing robust controller which is able to follow the planned path or track a reference trajectory.
1. Introduction

1.2 Guidance, Navigation and Control (GNC)

The ship motion control system can be divided into three components or layers denoted as the guidance, navigation and control. The diagram in Figure 1.2 shows the three components and how they interact with each other. Although the diagram shows these systems interact with each other through signal flow, they could be more tightly coupled and even represented by one system for modern control systems. The tasks of the blocks are classified according to [11]:

**Guidance** is the action or the system that continuously computes the reference (desired) position, velocity and acceleration of a marine craft to be used by the motion control system. The basic components of a guidance system are motion sensors, external data such as weather data (wind speed and direction, wave height and slope, current speed and direction) and a computer. The computer collects and processes the information and then feeds the results to the motion control system. In many cases, advanced optimization techniques are used to compute the optimal trajectory or path for the ship to follow. This might include sophisticated features such as fuel optimization, minimum time navigation, weather routing, collision avoidance, formation control and synchronization.

**Navigation** is the science of directing a craft by determining its position, course and distance traveled. In some cases velocity and acceleration are determined as...
well. This is usually done by using a Global Navigation Satellite System (GNSS) combined with Inertial Navigation System (INS) which consists of motion sensors such as accelerometers and gyroscopes. It originally denotes the art of ship driving, including steering and setting the sails.

Control, or more specifically motion control, is the action of determining the necessary control forces and moments to be provided by the craft in order to satisfy a certain control objective. The desired control objective is usually seen in conjunction with the guidance system. Examples of control objectives are minimum energy, setpoint regulation, trajectory-tracking, path-following and maneuvering control. Constructing the control algorithm involves the design of feedback and feedforward control laws. The outputs from the navigation system, position, velocity and acceleration are used for feedback control while feedforward control is implemented using signals available in the guidance system and other external sensors.

1.3 Autonomous COLREGs Navigation

The International Regulations for Preventing Collisions at Sea (COLREGs) are published by the International Maritime Organization (IMO) and set out, among other things, the navigation rules to be followed by ships and other vessels at sea to prevent collisions between two or more vessels[12]. By 2016, COLREGs were ratified in 156 countries and included in national laws[13]. It is considered as a universal and definitive guide for executing standard avoidance maneuvers.

COLREGs consist of six parts where of which Part B: *Steering and sailing* pertains to navigation practice and conduct of vessel in different visibility conditions. Part A: *General* describes the application and scope, legal responsibility, and general definitions used. Part C and D handle lights and shapes, and Sound and light signals, respectively. Exemption of these rules is described in Part E while Part F deals with the verification of compliance with the provisions of the convention.
Despite its thoroughness, COLREGs was designed with seafaring personal in the loop and relies on the common sense, not only to determine if a situation currently applies, but also to exploit flexibility in the actions prescribed in a rule[14]. Moreover, the COLREGS itself can be disregarded or at least relaxed in critical situation which could be understood from the following rules:

**Rule 2 - Responsibility**

(a) Nothing in these Rules shall exonerate any vessel, or the owner, master or crew thereof, from the consequences of any neglect to comply with these Rules or of the neglect of any precaution which may be required by the ordinary practice of seamen, or by the special circumstances of the case.

(b) In construing and complying with these Rules due regard shall be had to all dangers of navigation and collision and to any special circumstances, including the limitations of the vessels involved, which may make a departure from these Rules necessary to avoid immediate danger.

**Rule 16 - Action by give-way vessel**

Every vessel which is directed to keep out of the way of another vessel shall, as far as possible, take early and substantial action to keep well clear.

**Rule 17 - Action by Stand-on Vessel**

(a) (i) Where one of two vessels is to keep out of the way, the other shall keep her course and speed.

(ii) The latter vessel may however take action to avoid collision by her manoeuvre alone, as soon as it becomes apparent to her that the vessel required to keep out of the way is not taking appropriate action in compliance with these Rules.

(b) When, from any cause, the vessel required to keep her course and speed finds herself so close that collision can not be avoided by the action of the give-way vessel alone, she shall take such action as will best aid to avoid collision.
(c) A power-driven vessel which takes action in a crossing situation in accordance with subparagraph (a)(ii) of this Rule to avoid collision with another power-driven vessel shall, if the circumstances of the case admit, not alter course to port for a vessel on her own port side.

(d) This Rule does not relieve the give-way vessel of her obligation to keep out of the way.

Simply, Rule 17 states that the stand-on vessel must do any necessary maneuvers to avoid collision if it becomes clear that the give-way vessel is not taking appropriate action, or when so close that collision can no longer be avoided by the actions of the give-way vessel alone. Rule 2 identify the responsibility of the vessel not only to follow COLREGs but also to do everything necessary to avoid the risk of collision and the dangers of navigation. This shows the softness or flexibility of the rules.

The three primary rules that must be incorporated in an effective collision avoidance system are as follows: Rule 13: Overtaking, Rule 14: Head-on and Rule 15: Crossing [15], which are depicted in Figure 1.3 and are stated below:

**Rule 13 - Overtaking Situation**

(a) Notwithstanding anything contained in the Rules of Part B, Sections I and II, any vessel overtaking any other shall keep out of the way of the vessel being overtaken.

(b) A vessel shall be deemed to be overtaking when coming up with another vessel from a direction more than 22.5° abaft her beam, that is, in such a position with reference to the vessel she is overtaking, that at night she would be able to see only the sternlight of that vessel but neither of her sidelights.

(c) When a vessel is in any doubt as to whether she is overtaking another, she shall assume that this is the case and act accordingly.
(d) Any subsequent alteration of the bearing between the two vessels shall not make the overtaking vessel a crossing vessel within the meaning of these Rules or relieve her of the duty of keeping clear of the overtaken vessel until she is finally past and clear.

**Rule 14 - Head-on Situation**

(a) When two power-driven vessels are meeting on reciprocal or nearly reciprocal courses so as to involve risk of collision each shall alter her course to starboard so that each shall pass on the port side of the other.

(b) Such a situation shall be deemed to exist when a vessel sees the other ahead or nearly ahead and by night she would see the mast head lights of the other in a line or nearly in a line and or both sidelights and by day she observes the corresponding aspect of the other vessel.

(c) When a vessel is in any doubt as to whether such a situation exists she shall assume that it does exist and act accordingly.

**Rule 15 - Crossing Situation**

When two power-driven vessels are crossing so as to involve risk of collision, the vessel which has the other on her own starboard side shall keep out of the way and shall, if the circumstances of the case admit, avoid crossing ahead of the other vessel.

The overtaking rule gives the vessel the choice to pass on either the port (left) or star-board (right) side but must issue the appropriate signal and keep clear from the vessel being overtaken. Rule 14 forces both vessels in head-on situation to alter the course to starboard side immediately and do not wait for the other vessel to act. In crossing situation, the vessel that has the other on her starboard must alter her course to starboard side early so the other vessel knows your intentions. It is recommended in crossing situation to cross astern and avoid crossing ahead if possible.
1.4 Main Contributions

This thesis presents an accurate collision avoidance scheme for surface vessels that is handled as an optimization-based control system problem to eliminate the insufficiency of neglecting the ship dynamics in the process of avoiding collision. This scheme is integrated into the trajectory tracking algorithm and is supported by a disturbance counteraction component. This approach is intended to act as a last-line of defense collision avoidance system due to its ability to employ the nonlinear dynamics of the vessel and its efficient computation time.

The main contribution can be summarized as:
1. Introduction

- Provide a systematic way to design an optimization-based trajectory tracking nonlinear controller for surface vessel in the framework of Nonlinear Model Predictive Control that respects the control input limits because most of the other techniques lack this. The design is achieved with the aid of the ACADO toolkit for dynamic optimization. The optimization problem is solved over a finite prediction horizon that minimizes the states deviation from the planned reference states with sideslip angle compensation due to the underactuated workspace of the vessel. This technique can be directly applied to a wide range of ship models which therefore can be considered as a universal technique.

- Design of a Nonlinear Disturbance Observer (NDO) to estimate constant or slowly time varying disturbance acting on the vessel due to model uncertainty, wind forces, waves effect and other unmodeled terms. This relaxes the design of nonlinear control design of systems subjected to disturbances to a disturbance-free design problem while considering estimated disturbances as extra states or control inputs. Unlike linear MPC, NMPC does not have an integrator action and therefore the NDO is integrated into it to achieve an offset-free tracking.

- Provide a last-line of defense autonomous collision avoidance system that overcome the lack of utilizing the nonlinear maneuverability of the vessel, i.e dynamic model, into the collision avoidance design. The collision avoidance system is based on NMPC framework and is integrated into the trajectory tracking controller as an operational constraint. This provides a superior accuracy over traditional path planning techniques specially in close-quarters situations[4], which contributes to safer autonomous vessels. The scheme has two variants; one is considering a circular ship domain of the vessel and formulating the collision avoidance as a separation condition among circular disks, and the other that is considering an elliptical ship domain that suits
better the ship geometry. The circular formulation is simple and can be used for open seas, and the elliptical formulation can be used for narrow channels and dense traffic areas.

1.5 Thesis Outline

This thesis is organized as follows:

Chapter 2 provides the requirements from a proper design of a motion control system that has a collision avoidance feature, and the literature review for the trajectory tracking and collision avoidance systems.

Chapter 3 provides an overview of surface vessels modeling including both kinematics and kinetics in addition to the reference frames of the measurement. It also describes external disturbance modeling and actuator dynamics. Moreover, a simplification of the ship dynamics is presented to be valid for algorithms presented in the following chapters.

Chapter 4 describes the NMPC formulation for setpoint stabilization, tracking problems, and how time varying constraints are handled. In addition, an overview of the NMPC stability is briefed and the techniques used for discretization and solution of the optimization problem are presented.

Chapter 5 describes the design of a nonlinear disturbance observer to estimate the disturbance acting on a class of nonlinear systems, and gives a Disturbance Observer Based Control (DOBC) general guidelines that are employed in the following chapters. A case study for the environmental disturbance acting on a surface vessel is provided at the end of the chapter with MATLAB/Simulink simulations.

Chapter 6 provides the formulation of NMPC for trajectory tracking of surface vessels with disturbance counteraction and sideslip angle compensation. The evaluation of this scheme is done via MATLAB/Simulink simulations.

Chapter 7 provides the scheme of integrating collision avoidance into the NMPC
tracking problem for circular and elliptical ship domain with COLREGs rules compliance.
Due to the great interest in autonomous control of surface vessels from both academia and industry and the big concern for the safety of autonomous ships, providing a more accurate collision avoidance system as an integrated component in the control problem become necessary. The necessity of this research comes from the fact that the nonlinear dynamic models, compared to only kinematic, represent the motion of the vessel precisely which opens the door for a unified vessel control system. Moreover, this philosophy adds the flexibility to include the effect of the environmental forces on the dynamic model into the collision avoidance design. External environmental forces, such as those induced by wind and waves, increase the collision risk dramatically specially in dense traffic areas and narrow channels[16].

In this thesis, the motion control problem of surface vessel is extended beyond set-point stabilization to include collision avoidance. This is seen as an essential component for a safe and successful application of USVs in the near future or as a decision support system for the crew. The traditional motion control problem of vessel considers only trajectory tracking or path following while collision avoidance
is handled traditionally as an online path planning problems [13, 17] that lacks the utilization of the ship dynamic model and considers motion models like constant velocity and constant rate of turn. Employing a dynamic model of the vessel will increase the degrees of freedom over motion models by being able to change the speed of the vessel therefore increase its maneuverability. In addition, wind and waves have a great impact on the tracking error of the controller which may degrades the collision avoidance scheme.

In this context, we present in section 2.1 the requirements of the ship control system to achieve trajectory tracking and collision avoidance. These requirements are derived from both the traditional control systems and the collision avoidance requirements. In section 2.2, different approaches that were used for trajectory tracking with a focus on model predictive control and collision avoidance are reviewed.

2.1 Requirements Definition

In this section, our point of view of the requirements of a good design of the motion control system for surface vessels are presented.

R1 Solution Optimality: The vessel must find the optimal control action, i.e. optimal forces and moments, to achieve minimum deviation from the planned reference trajectory which is parameterized by a sequence of way-points and speed. This optimization problem must respect the dynamic model of the ship and its control inputs limitation, i.e. maximum forces and moments. The acceptable position tracking error, the equivalent of cross track error for trajectory tracking problem, is about 7% of the ship width [18].

R2 Environmental Disturbance Counteraction: External disturbance can bring adverse effects on the controller performance in the sense of the tracking error if they are not included in the design of the trajectory tracking problem [19]. The disturbances refer to not only the environmental disturbances
due to waves, but also uncertainties from the dynamic model of the vessel including unmodeled dynamics, parameter perturbations, and simplified nonlinear couplings. Therefore, the controller must be able to reject the disturbances implicitly an integrator action [11] or explicitly via a disturbance observer[19].

**R3 Ship domain:** The ships vary widely in geometry, from few meters length to few hundred meters. Including a proper ship domain is necessary for a successful collision avoidance design.

**R4 Dynamics-based Collision Avoidance:** One of the requirements that we define is to employ the nonlinear dynamic model of the vessel into the collision avoidance design in order to use it as a last line of defense. The idea behind this requirements is to make use of the great research contribution on dynamic modeling of vessels which is surely represents the vessel motion much better than just kinematic and planar motion models such as those used in [13, 17]. The accurate collision avoidance maneuvering is characterized by achieving a minimum distance among the separated ship domains. A great review on modeling of vessel can be found in [11].

**R5 Common Intention Knowledge:** There is a wide research on estimating the intentions of encountered vessels using acoustics [20] or using AIS data [21]. The collision avoidance algorithm must be flexible to take into consideration the prediction of the other ships that could be done via any technique or even via direct ship to ship communication. This leads to the ability of adding any sophisticated prediction technique in the future and helps in the future research of network control systems.

**R6 Action to Avoid Collision:** The collision avoidance maneuver should obey the direction states in rules 13, 14 and 15 of The International Regulations for Preventing Collisions at Sea (COLREGs). The compliance of these rules
should be soft in special circumstances which may make a departure from these rules necessary to avoid immediate danger according to rule 2.

**R7 Computation time:** The computation time of the trajectory tracking and the collision avoidance should be suitable for the sampling interval of the system which is selected based on the dynamics speed of the ship and will be different from one to another. There is no strict rule for the value of the computation time to be neglected, however a computation time of about 7.0\% of the sampling interval was considered negligible in [22]. Therefore, we will restrict our acceptable delay to be no more than 5.0\%.

## 2.2 Literature Review

This section provides a review of relevant literature on the control system of vessels, receding horizon control and collision avoidance.

### 2.2.1 Vessels Control System

In recent years, trajectory tracking and path following problems have been studied using various control techniques. Dynamic Surface Control (DSC) was one of the popular techniques. In [23], DSC is used for global tracking of underactuated vessel in a modular way that cascaded kinematic and dynamic linearizations can be achieved. The control structure obtained is much simpler than the traditional backstepping-based controllers such that it is beneficial from the practical application point of view. In [24, 25], an adaptive form of DSC is used for formation control of Autonomous Surface Vehicles (ASVs) moving in a leader-follower formation under ocean disturbances. The adaptation is based on Neural Netwok (NN) due to its ability of learning nonlinear dynamics. The problem of following a straight line path for an underactuated ship is considered in [26]. T-S fuzzy system is used as an approximator of the unknown nonlinearities which is adapted by "minimum-learning-parameters" (MLP) algorithm, then DSC approach is used as a controller.
In [27], Dynamic Positioning (DP) is handled via vectorial backstepping algorithm for ships in the presence of time-varying unknown bounded environmental disturbances. In [28], a backstepping controller is designed, based on global exponential disturbance observer and Lyapunov’s direct methods, to solve the path-tracking problem of underactuated ships under tracking error constraints. In [29], an automatic adaptive steering control design for full-actuated vessels is presented. The adaptive law is combined with a control design including a Linear Quadratic Regulator (LQR) and a Riccati based anti-windup compensator. The controller also takes into consideration input constraints, wind and wave effect and parametric uncertainty. In [30], trajectory tracking problem is addressed for 3-DOF underactuated unmanned surface vessel using a state feedback based backstepping control algorithm with relaxed Persistent Exciting (PE) conditions of yaw velocity. In [31], a recursive technique is presented for trajectory tracking of nonholonomic systems by the means of backstepping, and is demonstrated by simulating an articulated vehicle and a knife edge system. In [32], a methodology to design state and output feedback controller was presented by means of Lyapunov’s direct method and backstepping after model transformation to Serret-Frenet frame.

Although the aforementioned techniques give good trajectory tracking results, they lack handling neither control inputs nor states constraints, and therefore they can not be used in solving collision avoidance problem.

### 2.2.2 Model Predictive Control

Model Predictive Control (MPC) has got attention for the vessel control problems and for other domains too due to its ability to handle states and controls constraints systematically of the system [33]. In [34], NMPC is used for trajectory tracking of full actuated Autonomous Surface Craft (ASC) in the presence of ocean disturbances which is assumed to be constant with experimental validation that validate the real-time implementation of the algorithm. In [35], a control law based on MPC
and line-of-sight (LOS) guidance law is proposed, where the lookahead distance parameter of the LOS guidance law is chosen to be time-varying and is updated with the MPC algorithm. LOS based MPC is also presented in [36], for the path following of underactuated marine surface vessels employing successive linearization along the LOS model. In [37], model predictive control is applied for tracking problem of underactuated surface vessels, employing the affine property of the system model. The kinematic is simplified by applying frame transformation to the position states independent of the choice of the inertial frame. Nonlinear functions of the System are evaluated using optimal states obtained at the previous instant which leads to significant numerical errors for large horizons[38]. In [39], NMPC is used for trajectory tracking of underactuated vessels employing direct multiple shooting technique that leads to less numerical error.

Online optimization of the MPC dynamic optimization problem is the key to determine whether it can be used for real application or not. Recurrent Neural Networks (RNN) has emerged a promising way for solving linear programming, quadratic programming (QP), general convex programming and pseudoconvex optimization problems. In [40], the Hopfield neural network was used to implement generalized predictive control for systems with constrained inputs and outputs, but the control performance was compromised as a result of suboptimal solutions for optimization problems. In [41], a structured multi-layer neural network implementing the gradient projection algorithm was applied to linear MPC with a proof that the training algorithm converges to the optimal solution. In [42], a dual neural network was applied for the multi-stage optimization problem of Multi-variable generalized predictive control taking into consideration the constraints on the input and output signals of the control system. In [43], two neural networks with simple structures were applied for solving linear programming and QP problems for linear MPC. An interesting approach was presented in [44] where the echo state network was used to model the unknown nonlinear autoregressive exogenous (NARX) systems
and the simplified dual network was applied for solving the reformulated quadratic optimization problems in MPC. In [45], a two-layer recurrent neural network was applied for solving reformulated convex optimization problems for nonlinear affine systems with additive uncertainties.

### 2.2.3 Collision Avoidance

Conventionally, collision avoidance is treated as a controller independent planning problem that might not be achievable by the controller and hence degrade the safety of the vessel[46]. For instance, an evolutionary algorithm is presented in [47] to find a safe and optimal trajectory of surface vessels in a well known environment by using the vessel’s kinematic model. A more sophisticated evolutionary approach is presented in [48–50] by adding specialized operators to shape the convergence of the optimization. In [51], a fuzzy logic approach is presented for collision avoidance of large ships by formulating the problem into an optimization problem and solving it using a particle swarm algorithm. Fuzzy-neural inference network is also used in [52] for ship collision avoidance. A graph-theoretic solution on an appropriately-weighted directed graph representation of the navigation area is presented in [53]. The graph is obtained via 8-adjacency integer lattice discretization and utilization of the \( A^* \) algorithm. The aforementioned techniques lack utilizing neither the nonlinear dynamics of the ship nor the effect of the disturbances, and therefore, they are not suitable for close-quarters and can not be used as a last-line of defense collision avoidance system.

Recently, control techniques have been developed to include collision avoidance as an objective while designing the controllers. The work presented in this thesis is inspired by the work presented in [54], where the problem of tracking and formation of multiagent linear systems is solved with collision avoidance as a state constraint for the optimization problem, and extends it to nonlinear systems employing the great development in nonlinear optimization tools. In [55], a centralized MPC
is used for collision avoidance of networked vehicles by successively linearizing
the nonlinear prediction model using Taylor series, but neither elliptical safety
zones nor disturbance counteraction are handled. Moreover the model used there
assumes a constant velocity for the vehicle which might be suitable for big ships,
but restrict the maneuverability of small ones. In [46], MPC techniques are applied
for the nonlinear model of kinematically redundant space robot to approach an
un-cooperative target in complex space environment. For the sake of deriving a
linearized version of the space robot, feedback linearization is used and hence collision
avoidance can be formulated as a Linear Matrix Inequality (LMI). This method
can not be applied to complex safety zones like the elliptic disks.

Handling the ship dynamics into the collision avoidance problem started to
get the attention of the researchers after starting this research. In [3], behavioral
based offline MPC is used for collision avoidance of ships as an upper layer above
the autopilot controller. Using simulated predictions of the trajectories of the
obstacles and ship, compliance with the Convention on COLREGs and collision
hazards associated with each of the alternative control behaviors are evaluated on a
finite prediction horizon, and the optimal control behavior is selected. In [4], the
neglect of the ship maneuverability in the process of avoiding collision is overcome
by employing the dynamic calculation model of collision avoidance parameter to
calculate the dynamic Distance at Closest Point of Approach (DCPA) and Time to
the Closest Point of Approach (TCPA) in real-time when ship is maneuvering. For
the aforementioned research, they are using simulation to account for the dynamics
and not utilizing the great development in the dynamic optimization domain, and
they do not account for neither external disturbances nor elliptical ship domains.
Modeling of 3-DOF Marine Vessels Maneuvering Model

The key for a successful vessel motion control system is using a proper mathematical dynamic model for the ship under control which is accurate enough to obtain good results. This includes good understanding of the motion physics to build a model, in addition to find a suitable technique to estimate its parameters. Highly accurate model might be so complex for the control theory or the optimization techniques, while the simplification of the model makes the problem feasible and gives acceptable results[56].

In this chapter, some preliminaries regarding reference frames and motion variables are reviewed followed by the mathematical modeling of the 3-DOF maneuvering model and different forces that act on the vessel. At the end, the simplified model, used in the rest of the thesis, is presented.

The marine surface vessel has six degrees of freedom (DOF), six independent parameters that define its configuration, i.e. its position and orientation.

**Definition 3.1** (Degree-of-Freedom (DOF)). [11] *For a vessel, DOF is the set of independent displacements and rotations that completely specify the displaced...*
position and orientation of the vessel. A vessel that can move freely in the 3-D space has a maximum of 6 DOFs, three translational and three rotational components.

The first three coordinates, and their time derivatives, correspond to the position and translational velocity along the $x$, $y$ and $z$ axes, while the other three coordinates and their time derivatives are used to describe orientation and angular velocity. The Society of Naval Architects and Marine Engineers (SNAME) has standardized the names and symbols of these motion components as surge, sway, heave, roll, pitch and yaw (see Figure 3.1 and Table 3.1).

### 3.1 Reference Frames

The motion variable of the vessels are usually expressed globally into two earth-centered reference frames and locally into two geographical reference frames.

**Earth-Centered Reference Frames**

**ECI:** The Earth-Centered Inertial (ECI) frame $i = (x_i, y_i, z_i)$ is an inertial frame in which bodies, whose net force acting upon them is zero, are not accelerated and...
Newton’s laws of motion can be applied. The origin of \( \{i\} \) is located at the center \( o_i \) of the Earth.

**ECCF:** The Earth-centered Earth-fixed (ECEF) reference frame \( \{e\} = (x_e, y_e, z_e) \) has its origin \( o_e \) fixed to the center of the earth but the axes rotate relative to the inertial frame ECI, which is fixed in space, at the angular rate of rotation of the earth. For vessels moving at relatively low speed, the Earth rotation can be neglected and hence \( \{e\} \) can be considered to be inertial.

### Geographic Reference Frames

**NED:** The North-East-Down (NED) coordinate system \( \{n\} = (x_n, y_n, z_n) \) with origin \( o_n \) is defined as the tangent plane on the surface of the earth moving with the vessel, but with axes pointing in different directions than the body-fixed axes of the vessel. For this system the \( x \)-axis points towards true north, the \( y \)-axis points towards east while the \( z \)-axis points downwards normal to the earth’s surface. This frame is fixed to earth and the location of \( \{n\} \) relative to \( \{e\} \) is determined by using two angles \( \lambda \) and \( \mu \) denoting the longitude and latitude, respectively.

This reference is valid for vessels operating in a local area where the longitude and latitude are approximately constant. The navigation space is assumed to be an earth fixed tangent plane on the surface of the earth. This is called flat earth navigation and is assumed to be inertial where Newton’s laws still apply.

<table>
<thead>
<tr>
<th>DOF</th>
<th>Forces and moments</th>
<th>Linear and angular velocities</th>
<th>Positions and Euler angles</th>
</tr>
</thead>
<tbody>
<tr>
<td>motions in the ( x ) direction (surge)</td>
<td>( X )</td>
<td>( u )</td>
<td>( x )</td>
</tr>
<tr>
<td>motions in the ( y ) direction (sway)</td>
<td>( Y )</td>
<td>( v )</td>
<td>( y )</td>
</tr>
<tr>
<td>motions in the ( z ) direction (heave)</td>
<td>( Z )</td>
<td>( w )</td>
<td>( z )</td>
</tr>
<tr>
<td>rotation about the ( x ) axis (roll, heel)</td>
<td>( K )</td>
<td>( p )</td>
<td>( \phi )</td>
</tr>
<tr>
<td>rotation about the ( y ) axis (pitch, trim)</td>
<td>( M )</td>
<td>( q )</td>
<td>( \theta )</td>
</tr>
<tr>
<td>rotation about the ( z ) axis (yaw)</td>
<td>( N )</td>
<td>( r )</td>
<td>( \psi )</td>
</tr>
</tbody>
</table>
position and orientation of the vessel are expressed relative to it.

**Body-fixed Reference Frame:** The body-fixed reference frame \( \{b\} = (x_b, y_b, z_b) \) with origin \( o_b \) is fixed on the vessel and is moving with it. It is used to express the linear and angular velocities of the vessel. The origin \( o_b \) is usually chosen to coincide with a point midships in the water line named CO or geometric center point. The body axes \( x_b, y_b \) and \( z_b \) are chosen to coincide with the principal axes of inertia, and they are usually defined as (see Figure 3.2):

- \( x_b \) - longitudinal axis (directed from aft to fore).
- \( y_b \) - transversal axis (directed to starboard).
- \( z_b \) - normal axis (directed from top to bottom).

### 3.2 Rigid-body Kinematics

The rigid-body dynamics can be divided into two parts: the kinematics which treats only geometrical aspects of the motion and the kinetics which is the analysis of the forces causing the motion. Although the motion of the vessels are expressed in 6-DOF, the motion variables can be simplified in just 3-DOF under the following assumptions[58]:

![Figure 3.2: Earth-fixed \((x_n, y_n, z_n)\) and body-fixed \((x_b, y_b, z_b)\) frames.](image)
Assumption 3.1. The ship is longitudinally and laterally metacentrically stable with small amplitudes $\phi = \theta = \dot{\phi} = \dot{\theta} \approx 0$

Assumption 3.2. The ship is floating with $z \approx 0$.

These assumptions are valid and lead to acceptable results when the focus is on the horizontal motion of the ship [11]. Based on the aforementioned assumptions, the dynamics of the roll, pitch and heave can be ignored and the resulting model can be used for the purpose of the maneuvering in the horizontal plane as shown in Figure 3.3. This model is called the 3-DOF maneuvering model and will be used in this thesis. The states of the model can be chosen to be $\eta = [x, y, \psi]^T$ expressed in the NED frame and $\upsilon = [u, v, r]^T$. The 3-DOF kinematics relates the earth-fixed velocity vector (measured w.r.t NED frame) to the body-fixed velocity vector (measured w.r.t body-fixed frame) as follows:

$$\dot{\eta} = R(\psi) \upsilon$$  \hspace{1cm} (3.1)

where

$$R(\psi) = \begin{bmatrix} \cos(\psi) & -\sin(\psi) & 0 \\ \sin(\psi) & \cos(\psi) & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

is the 3-DOF horizontal rotation matrix[11]. It has the properties that $R(\psi)^T R(\psi) = I$ for all $\psi$. 

Figure 3.3: Horizontal Plane Coordinates
3.3 Rigid-body Kinetics

The kinetics of the rigid body are equations that describe the effect of the forces causing the motion which acts on the vessel Center of Gravity (CG). The CG point will be located at a distance $x_g$ along the $x_b$-axis of the body reference frame $\{b\}$ under the following assumption:

**Assumption 3.3.** The ship is port-starboard symmetric.

By Newton’s second law, it can easily shown that the horizontal motion of a rigid body takes the form[59]:

$$M_{RB} \ddot{v} + C_{RB}(v)v = \tau_{RB}$$

(3.2)

where

$$M_{RB} = \begin{bmatrix}
m & 0 & 0 \\
0 & m & mx_g \\
0 & mx_g & I_z
\end{bmatrix}$$

is the rigid-body inertial matrix, $m$ is the mass of the ship, $I_z$ is the moment of inertia about the $z_b$-axis, the Coriolis matrix is represented as[60]:

$$C_{RB}(v) = \begin{bmatrix}
0 & 0 & -m(x_gr + v) \\
0 & 0 & mu \\
m(x_gr + v) & -mu & 0
\end{bmatrix}$$

and $\tau_{RB}$ is the forces and moment vector, and is defined by:

$$\tau_{RB} = \tau + \tau_H + w(t)$$

(3.3)

where $\tau = [\tau_u \ \tau_v \ \tau_r]^T$ is the actuator forces and moment in the surge, sway and yaw, $\tau_H$ accounts for the hydrodynamic effect, and $w(t)$ is the exogenous disturbances due to, for instance, waves and wind forces[61].
3.4 Hydrodynamic Forces and Moments

The Hydrodynamic forces and moment, represented by $\tau_H$, are due to added mass, radiation-induced potential damping and some other hydrodynamic phenomena that are not yet fully understood\cite{58}. They depend on the relative velocity between the ship hull and the fluid which is defined in \cite{58}, under the assumption of nonrotational fluid, as:

$$\nu_r := \nu - \nu_c = [u_r, v_r, r]^T$$  \hspace{1cm} (3.4)

where $\nu_c := R(\psi) \nu_c$ is the current velocity w.r.t. the body reference frame,

$$\nu_c := \begin{bmatrix} V_c \cos(\beta_c) \\ V_c \sin(\beta_c) \\ 0 \end{bmatrix}$$  \hspace{1cm} (3.5)

is the current velocity w.r.t. the earth fixed frame, and $V_c$ and $\beta_c$ are the current speed and angle. According to that, the hydrodynamic effect is modeled as\cite{62}:

$$\tau_H = -M_A \dot{\nu}_r - C_A(\nu_r) \nu_r - d(\nu_r)$$  \hspace{1cm} (3.6)

where $M_A$ is the added mass matrix, $C_A(\nu_r)$ accounts for added Coriolis and centripetal terms, and $d(\nu_r)$ sums up the damping effect. Following the notation of SNAME (1950)\cite{57}, $M_A$ can be represented as:

$$M_A = \begin{bmatrix} X_{\dot{u}} & 0 & 0 \\ 0 & -Y_{\dot{\psi}} & -Y_{\dot{r}} \\ 0 & -N_{\dot{\psi}} & -N_{\dot{r}} \end{bmatrix}$$  \hspace{1cm} (3.7)

where assumption 3.3 is still applied and its elements are called hydrodynamic derivatives; for instance the hydrodynamic added mass moment $N$ around the $z$-axis due to an acceleration $\dot{v}$ in the $y$ direction is written as:

$$N = -N_v \dot{v}, \quad N_v := \frac{\partial N}{\partial \dot{v}}.$$  \hspace{1cm} (3.8)
32 3.4. Hydrodynamic Forces and Moments

$C_A(\mathbf{v}_r)$ can be computed using Theorem 3.2 in [60] if the $M_A$ is symmetric which is not the case. Therefore, the added mass kinetic energy is modified as:

$$T_A = \frac{1}{2} \mathbf{v}_r^T M_A \mathbf{v}_r = \frac{1}{4} \mathbf{v}_r^T (M_A + M_A^T) \mathbf{v}_r = \frac{1}{2} \mathbf{v}_r^T \bar{M}_A \mathbf{v}_r$$

where $M_A = \frac{1}{2} (M_A + M_A^T) = M_A^T$ is the symmetric equivalent of $M_A$ which can be used to derive $C_A(\mathbf{v}_r)$ from Theorem 3.2 in [60] which gives [58]:

$$C_A(\mathbf{v}_r) = \begin{bmatrix} 0 & 0 & Y_\ddot{v} \mathbf{v}_r + \frac{1}{2} (N_\dot{v} + Y_r) r \\ 0 & 0 & -X_u \mathbf{v}_r \\ -Y_\ddot{v} \mathbf{v}_r - \frac{1}{2} (N_\dot{v} + Y_r) r & X_u \mathbf{v}_r & 0 \end{bmatrix}.$$  \hfill (3.9)

The damping vector $d(\mathbf{v}_r)$ is the most uncertain component of the hydrodynamic forces and moment and has many representations in the literature.

**Odd Functions:** Abkowitz proposed a truncated Taylor series for $d(\mathbf{v}_r)$ [63]. Since, in general, $d(\mathbf{v}_r)$ is dissipative for both positive and negative relative velocities, it must be an odd function and hence, only odd terms in the Taylor expansion are required. Using first and third order terms only:

$$d(\mathbf{v}_r) = \begin{bmatrix} X_D(\mathbf{v}_r) \\ Y_D(\mathbf{v}_r) \\ N_D(\mathbf{v}_r) \end{bmatrix} = \begin{bmatrix} -X_u \mathbf{v}_r - X_uu^3 \mathbf{v}_r \\ -Y_\ddot{v} \mathbf{v}_r - Y_\dddot{v} r - Y_{uvu}u^2 \mathbf{v}_r - Y_{uvr}u^2 r - Y_{urr}r^2 - Y_{rrr}r^3 \\ -N_\ddot{v} \mathbf{v}_r - N_\dddot{v} r - N_{uvu}u^2 \mathbf{v}_r - N_{uvr}u^2 r - N_{urr}r^2 - N_{rrr}r^3 \end{bmatrix}.$$ \hfill (3.10)

**Modulus Functions:** In [64] and [65] gave another representation using a second order modulus function as follows:

$$d(\mathbf{v}_r) = \begin{bmatrix} X_D(\mathbf{v}_r) \\ Y_D(\mathbf{v}_r) \\ N_D(\mathbf{v}_r) \end{bmatrix} = \begin{bmatrix} -X_u \mathbf{v}_r - X_{|u|} |u_r| u_r \\ -Y_\ddot{v} \mathbf{v}_r - Y_{|v|} |v_r| v_r - Y_{|v||v_r|} |v_r| r - Y_{|v||r|} |r| v_r - Y_{|v||r||r|} |r| r \\ -N_\ddot{v} \mathbf{v}_r - N_\dddot{v} r - Y_{|v|} |v_r| v_r - N_{|v||v_r|} |v_r| r - N_{|v||r|} |r| v_r - N_{|v||r||r|} |r| r \end{bmatrix}.$$ \hfill (3.11)
The parameters of (3.10) and 3.11 are usually identified experimentally via system identification techniques. During the identification experiment, the hydrodynamic model can be changed for another one that best fit the experimental data. It is common to separate the linear and nonlinear terms of \( d(\mathbf{v}_r) \) as:

\[
d(\mathbf{v}_r) = D_L \mathbf{v}_r + D_{NL}(\mathbf{v}_r) \mathbf{v}_r
\]

where the linear term is defined by

\[
D_L = \begin{bmatrix}
-X_u & 0 & 0 \\
0 & -X_v & -Y_r \\
0 & -N_v & -N_r
\end{bmatrix},
\]

the nonlinear term for the truncated Taylor series is defined by

\[
D_{NL}(\mathbf{v}_r) = \begin{bmatrix}
-X_{uu}u_r^2 & 0 & 0 \\
0 & -Y_{uv}u_r^2 - Y_{urr}r^2 & -Y_{uvr}u_r^2 - Y_{urr}r^2 \\
0 & -N_{uv}u_r^2 - N_{urr}r^2 & -N_{uvr}u_r^2 - N_{urr}r^2
\end{bmatrix},
\]

and the nonlinear term for second order modulus function is defined by

\[
D_{NL}(\mathbf{v}_r) = \begin{bmatrix}
-X_{|u|u}|u_r| & 0 & 0 \\
0 & -Y_{|u|v}|v_r| - Y_{|u|r}|r| & -Y_{|u|v}|v_r| - Y_{|u|r}|r| \\
0 & -N_{|v|v}|v_r| - N_{|v|r}|r| & -N_{|v|v}|v_r| - N_{|v|r}|r|
\end{bmatrix}
\]

According to the aforementioned description the model of the surface vessel 3.2 becomes:

\[
\begin{align*}
M_{RB}\ddot{\mathbf{v}} + M_A \dot{\mathbf{v}} + C_{RB}(\mathbf{v}) \mathbf{v} + C_A(\mathbf{v}) \mathbf{v} + D_L \mathbf{v}_r + D_{NL}(\mathbf{v}_r) \mathbf{v}_r &= \mathbf{\tau} + \mathbf{w}(t)
\end{align*}
\]

### 3.5 Actuator Forces

The forces and moment vector \( \mathbf{\tau} \in \mathbb{R}^3 \) are generated by a set of actuators. In the 3-DOF, each \( i^{th} \) actuator generates forces \( \mathbf{F}_i = [F_{x,i} F_{y,i}]^T \in \mathbb{R}^2 \) and the position of the actuator w.r.t. the body frame denotes by \( (l_{x,i}, l_{y,i}) \), determines the corresponding moment. The most common actuators for surface vessels are:
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- **Main propellers:** The main propellers of the craft are mounted aft of the hull. It produces a thrust force in the surge direction defined by [3.17]:

\[
F_i = \begin{bmatrix}
T|n_i|n_i - T|n_i|u_r
\end{bmatrix}
\]

where \(n_i\) is the revolutions per second of the propeller, and \(T|n_i|n_i\) and \(T|n_i|u\) can be assumed to be constant parameters function of the blades diameter \(d_i\).

- **Aft Rudders:** Rudders are the primary steering device for conventional vessels. They are usually located aft of the vessel, usually in conjunction with the main propeller and usually take the same index. They produce mainly a lift force \(F_{y,i}\) in the sway direction and a small drag force \(F_{x,i}\) in the surge direction, which is negligible for control system analysis. The generated forces are:

\[
F_i = \begin{bmatrix}
-D_{|\delta_i|}||u_{\text{rud},i}||u_{\text{rud},i}

L_{\delta_i} \delta_i - L_{|\delta_i|\delta_i} \delta_i ||u_{\text{rud},i}||u_{\text{rud},i}
\end{bmatrix} \approx \begin{bmatrix}
0
L_{\delta_i} \delta_i - L_{|\delta_i|\delta_i} \delta_i ||u_{\text{rud},i}||u_{\text{rud},i}
\end{bmatrix}
\]

where \(L_{\delta_i}, L_{|\delta_i|\delta_i}\), and \(D_{|\delta_i|}\) are constant parameters, and \(u_{\text{rud},i}\) is the relative velocity of the fluid at the rudder surface which is different than \(u_r\) if the rudder is installed in front of the propeller and is modeled as a function by:

\[
u_{\text{rud},i} = u_r + k_u \left( \max\{0, \frac{8}{\pi \rho d_i^2} F_{x,i} + u_r^2 \} - u_r \right)
\]

where \(k_u \approx 0.5\) when the rudder is close to the propeller.

- **Control surfaces:** Control surfaces are similar to the rudder but usually placed at different locations to produce lift and drag forces. For 3-DOF models, they are modeled similar to the rudders by [3.18] with \(u_{\text{rud},i} = u_r\).

- **Azimuth thrusters:** Azimuth thrusters are rotatable thrusters that can produce two force components as a function of the thruster revolution per
second \( n_i \) and rotation angle \( \alpha_i \):

\[
F_i = \begin{bmatrix} T_{n_i,n_i} |n_i| n_i - T_{n_i,u} |n_i| u_r \cos(\alpha_i) \\ T_{n_i,n_i} |n_i| n_i - T_{n_i,u} |n_i| u_r \sin(\alpha_i) \end{bmatrix}
\]  

Suppose a virtual generic vessel that has two thrusters in conjunction with two rudders (indexed together by 1,2) and two azimuth thruster (indexed by 3,4). The actuator forces are related to control forces and moment \( \tau \) by

\[
\tau = B f_a(u_r, n, \delta, \alpha)
\]

where \( n = [n_1, n_2, n_3, n_4]^T, \delta = [\delta_1, \delta_2]^T, \alpha = [\alpha_3, \alpha_4]^T, f_a(u_r, n, \delta, \alpha) = [F_{x,1}, F_{x,2}, F_{x,3}, F_{x,4}, F_{y,1}, F_{y,2}, F_{y,3} F_{y,4}]^T \in \mathbb{R}^8 \), and

\[
B = \begin{bmatrix}
1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
l_{y,1} & l_{y,2} & -l_{y,3} & l_{y,4} & l_{x,1} & l_{x,2} & l_{x,3} & l_{x,4}
\end{bmatrix} \in \mathbb{R}^{3 \times 8}
\]

is the actuator configuration matrix.

### 3.6 Environmental Forces

The vessel is affected by environmental disturbances represented by the vector \( w(t) \). These external environmental forces is mainly due to the wind and waves. The currents can be considered as an external disturbance if the relative velocity between the hull and the fluid \( \mathbf{v}_r \) is omitted for simplification and \( \mathbf{v} \) is used instead. It is common to assume the principle of superposition when considering wind and wave disturbances and therefore:

\[
w(t) := \tau_{\text{wind}} + \tau_{\text{wave}}.
\]
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3.6.1 Wind Forces

Let $V_w$, $\beta_w$ and $\gamma_w$ denote the wind speed, wind direction and angle of attack, respectively (see Figure 3.4). The 3-DOF wind forces and moment acting on a marine craft are computed as[11]:

$$
\tau_{\text{wind}} = \frac{1}{2} \rho_a V_{rw}^2 \begin{bmatrix}
C_X(\gamma_{rw})A_{Fw} \\
C_Y(\gamma_{rw})A_{Lw} \\
C_N(\gamma_{rw})A_{Lw}L_{oa}
\end{bmatrix}
$$

(3.23)

where $\rho_a$ is the air density, $L_{oa}$ is the overall length of the ship, $A_{Fw}$ and $A_{Lw}$ are the frontal and lateral projected areas above the water line, respectively, $C_X(\gamma_{w})$, $C_Y(\gamma_{w})$, and $C_N(\gamma_{w})$ are the wind coefficients which can be obtained experimentally,

$$
V_{rw} = \sqrt{u_{rw}^2 + v_{rw}^2}
$$

(3.24)

is the relative wind speed,

$$
\gamma_{rw} = -\text{atan2}(v_{rw}, u_{rw})
$$

(3.25)
is the relative angle of attack. The relative velocity components are:

\[ u_{rw} = u - u_w \]  \hspace{1cm} (3.26)

\[ v_{rw} = v - v_w \]  \hspace{1cm} (3.27)

while the components of \( V_w \) in the earth fixed frame are:

\[ u_w = V_w \cos(\beta_w - \psi) \]  \hspace{1cm} (3.28)

\[ u_w = V_w \sin(\beta_w - \psi) \]  \hspace{1cm} (3.29)

Since only the mean wind forces and moments can be compensated by the vessel actuators, the wind speed measurement should be filtered via a low-pass filter before using it as a feed forward signal for the controller.

### 3.6.2 Wave-induced Forces

The wave-induced forces can be modeled as two components:

**First-order wave-induced forces:** Wave-Frequency (WF) motion observed as zero-mean oscillatory motions.

**Second-order wave-induced forces:** Wave drift forces observed as nonzero slowly varying components.

The waves forces and moments will be the sum of both as follows:

\[ \tau_{\text{wave}} = \tau_{\text{wave1}} + \tau_{\text{wave2}} \]  \hspace{1cm} (3.30)

It is common to design a cascaded notch and low-pass filter to remove the oscillatory effect of First-order wave-induced forces, and employ an integral action to counteract the Second-order wave-induced forces. There are three main approaches for modeling the wave forces:

- Force Response Amplitude Operators (RAOs).
- Motion RAOs
• Linear state-space models (WF models)

Response amplitude operators methods require that the RAO tables are computed using a hydrodynamic program since the wave forces depend on the geometry of the craft. These two methods will be skipped in this thesis and more details can be found in [11]. The following lines describe the linear state-space models which are of a great interest due to its simplicity.

It is preferred for control application to approximate the wave response model with linear models. The wave model is chosen, for each degree of freedom, to be a second order transfer function with an oscillating frequency \( \omega_0 \), damping factor \( \lambda \) and a constant gain \( k_{wi} \) as:

\[
h(s) = \frac{k_{wi}s}{s^2 + 2\lambda_i\omega_0i s + \omega_0^2} \tag{3.31}
\]

where \( i = \{1, 2, 3\} \). It is convenient to define the gain according to:

\[
k_{wi} = 2\lambda_i\omega_0i\sigma_i \tag{3.32}
\]

where \( \sigma_i \) is a constant describing the wave intensity. A linear state-space model can be obtained by defining \( \dot{x}_{w1} = x_{w2} \in \mathbb{R}^3 \) and \( x_{w2} = y_w \in \mathbb{R}^3 \) as state variables.

This implies that the state-space model, for the 3-DOF, can be written as:

\[
\begin{align*}
\dot{x}_w &= A_w x_w + E_w w_w \\
y_w &= c^T_w x_w
\end{align*} \tag{3.33}
\]

where \( w_w \in \mathbb{R}^3 \) is a vector of zero-mean white noise. Expanding this equation yields:

\[
\begin{align*}
\begin{bmatrix} \dot{x}_{w1} \\ \dot{x}_{w2} \end{bmatrix} &= \begin{bmatrix} 0 & I \\ A_{w21} & A_{w22} \end{bmatrix} \begin{bmatrix} x_{w1} \\ x_{w2} \end{bmatrix} + \begin{bmatrix} 0 \\ E_{w2} \end{bmatrix} w_w \\
y_w &= \begin{bmatrix} 0 & I \end{bmatrix} \begin{bmatrix} x_{w1} \\ x_{w2} \end{bmatrix}
\end{align*} \tag{3.35}
\]
where $A_{w1} = -\text{diag}\{\omega^2_{01}, \omega^2_{02}, \omega^2_{03}\}$, $A_{w2} = -\text{diag}\{2\lambda_1\omega_{01}\sigma_1, 2\lambda_2\omega_{02}\sigma_2, 2\lambda_3\omega_{03}\sigma_3\}$, and $E_{w2} = \text{diag}\{k_{w1}, k_{w2}, k_{w3}\}$. Based on that, the wave forces and moments can be expressed as [59]:

$$\tau_{\text{wave}} = y_w + d$$

(3.37)

where $d \in \mathbb{R}^3$ is the wave drift forces which are usually modeled as slowly-time varying bias terms (Wiener processes).

### 3.7 Simplification

The nonlinear model 3.16 is complex for the control objective due to the dependency on $\bm{v}_c$ which must be measured or estimated. In [66], $\bm{v}$ is only used as a velocity state and the effect of ocean current dynamics, in addition to other slowly varying disturbances and nonlinear hydrodynamics [56], are captured by a slowly time varying bias $\bm{b}$ in the earth frame. This gives the following simplified model:

$$M \dot{\bm{v}} + C(\bm{v})\bm{v} + D\bm{v} = \tau + R(\psi)^T \bm{b} + \bm{w}(t)$$

(3.38)

where $M := M_{RB} + M_A$, $C(\bm{v}) := C_{RB}(\bm{v}) + C_A(\bm{v})$, and $D(\bm{v}) := D_L + D_{NL}(\bm{v})$. Most ships have port/starboard symmetry but fore/aft nonsymmetry. This nonsymmetry leads to the nonzero off-diagonal terms in the inertia and damping matrices. However, these terms are small compared to the main diagonal terms [56]. Therefore, the diagonally simplified matrices will be:

$$M = \begin{bmatrix} m_{11} & 0 & 0 \\
0 & m_{22} & 0 \\
0 & 0 & m_{33} \end{bmatrix}, D = \begin{bmatrix} d_{11} & 0 & 0 \\
0 & d_{22} & 0 \\
0 & 0 & d_{33} \end{bmatrix}$$

(3.39)

$$C(\bm{v}) = \begin{bmatrix} 0 & 0 & -m_{22}v \\
0 & 0 & m_{11}u \\
m_{22}v & -m_{11}u & 0 \end{bmatrix}$$
with
\[ m_{11} = m - X_u, m_{22} = m - Y_v, m_{33} = I_z - N_r. \]
\[ d_{11} = -X_u, d_{22} = -Y_v, d_{33} = -N_r. \]

The system 3.38 with the kinematic 3.1 can be represented in the state space model, the desirable representation for control systems, as follows:
\[
\dot{x} = f(x) + gu + gb(x)b + \omega \tag{3.40}
\]

Here, \( x = [\eta \upsilon]^T, u = \tau, f(x) = \begin{bmatrix} R(\psi)\upsilon \\ -M^{-1}\{C(\upsilon)\upsilon + Du\} \end{bmatrix}, g = \begin{bmatrix} 0 \\ M^{-1} \end{bmatrix}, \) and
\[
g_b(x) = \begin{bmatrix} 0 \\ M^{-1}R(\psi)^T \end{bmatrix}^T.
\]

If the ship is equipped only with two aft thruster, the sway force will be zero and the dynamics (3.40) can be rewritten as:
\[
\dot{x} = f(x) + gu + gb(x)b + \omega \tag{3.41}
\]

Here, \( x = [\eta \upsilon]^T \in \mathbb{R}^6, u = \Gamma_23\tau = [\tau_u \tau_r]^T \in \mathbb{R}^2, f(x) = \begin{bmatrix} R(\psi)\upsilon \\ -M^{-1}\{C(\upsilon)\upsilon + Du\} \end{bmatrix} \in \mathbb{R}^6, g = \begin{bmatrix} 0 \\ M^{-1} \Gamma_23 \end{bmatrix} \in \mathbb{R}^6 \times \mathbb{R}^2, g_b(x) = \begin{bmatrix} 0 \\ M^{-1}R(\psi)^T \end{bmatrix} \in \mathbb{R}^6 \times \mathbb{R}^3, \) and \( \Gamma_23 = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix} \)

This simplification can not be used except if the the controller or the collision avoidance system has a disturbance estimation component to estimate the unmeasured value of \( b \) in (3.40) or (3.41). Otherwise, the prediction model will lead to large tracking offset as shown in Chapter 6.
Nonlinear Model Predictive Control

4.1 Introduction

Model Predictive Control (MPC), also known as Receding Horizon Control and Moving Horizon Optimal Control, has roots in optimal control. It has been widely adopted in industry as an effective mean to deal with multivariable constrained control problems. It was first presented in [67] but, due to lack of sufficiently fast computers, was first developed in the late 1970s at the Shell Oil Company for chemical processes[68]. At this time MPC has been used for linear system, with quadratic cost and linear constraints, as the algorithms were fast enough for the slow dynamics of the chemical systems[69]. It started to gain a huge scientific interest in the 1980s after the papers on Dynamic Matrix Control (DMC)[70, 71], and the first comprehensive exposition of Generalized Predictive Control (GPC) [72, 73].

The basic concept of MPC is to use a dynamic model of the system to forecast its behavior, and optimize the forecast to produce the best decision — the control move at the current time (see Figure 4.1). The term Model Predictive Control (MPC) describes a class of computer control algorithms that control the future predicted output of a system through the use of an explicit system model. This is
achieved by employing the prediction to formulate and solve a dynamic optimization problem online where tracking error, namely the difference between the predicted output and the desired reference, is minimized over a future horizon, possibly subject to constraints on the control inputs (manipulated variable) and the outputs. This optimization problem is solved in discrete control interval suitable for the system dynamics. At each control interval the MPC algorithm computes an open-loop sequence of control inputs adjustments. The first input in the optimal sequence is injected into the system, and the entire optimization is repeated at subsequent control intervals.

The basic concept of MPC is to use a dynamic model of the system to forecast its behavior, and optimize the forecast to produce the best decision — the control move at the current time (see Figure 4.1). The term Model Predictive Control (MPC) describes a class of computer control algorithms that control the future predicted output of a system through the use of an explicit system model.
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4.2 NMPC Formulation

Consider a general continuous time-invariant nonlinear state space model of the system under control in the form of:

\[ \dot{x}(t) = f(x, u) \]  \hspace{1cm} (4.1)

subject to the constraints:

\[ x(t) \in X \subseteq \mathbb{R}^n, \]
\[ u(t) \in U \subseteq \mathbb{R}^m, \]  \hspace{1cm} (4.2)

where \( x \in \mathbb{R}^n \) is the state vector; \( u \in \mathbb{R}^m \) is the control vector; \( f(\cdot, \cdot) \) is continuous, \( X \subseteq \mathbb{R}^n \) and \( U \subseteq \mathbb{R}^m \) define the allowable state and control set respectively. The best closed loop performance is obtained from the solution of the following infinite horizon Optimal Control Problem (OCP)[74]:

\[
\text{OCP}_\infty : \min_{u(\cdot)} V_\infty(x, u(\cdot)) = \int_{\tau=0}^{\infty} \ell(x(\tau), u(\tau))d\tau
\]
subject to:
\[ \dot{x}(t) = f(x, u) \text{ with } x(0) = x_0 \]
\[ x(t) \in X, \]
\[ u(t) \in U, \forall t \in [0, \infty) \]

The goal of the controller is to steer the states of the system to a constant reference \( x_{ref} \equiv x_* \in X \). A necessary condition to find a feedback law that stabilizes the system at \( x_* \) is that there exists a control value \( u_* \in U \) such that:

\[ x_* = f(x_*, u_*) \]  \hspace{1cm} (4.3)

We can assume that \( x_* = 0 \) and \( u_* = 0 \) without loss of generality: if it is not the case we can replace \( f(x, u) \) by \( f(x + x_*, u + u_*) - x_* \). We denote the solution of the problem \( \text{OCP}_\infty \) and the optimal value function by \( V_\infty^*(x) \) and \( u_\infty^*(\cdot, x) \), respectively. The evolution of the closed loop system is given by:

\[ \dot{x}(t) = f(x, u_\infty^*(t, x)) \]  \hspace{1cm} (4.4)
Although the control law $u^*_\infty(t, x)$ provides excellent closed-loop properties, it is impractical to be used due to the following reasons\cite{75}:

- A feedback control, rather than an open-loop, is usually necessary because of uncertainty.
- Solution of the optimal control problem $\mathcal{OCP}_\infty$ yields the optimal control $u^*_\infty(0, x)$ for the state $x$ but does not provide a control law.
- Difficulty to use dynamic programming for relatively large state dimension or long horizons.

Even if we accept optimizing only for the currently measured value of $x$, the problem remains formidable because of intractable optimization over a semi-infinite interval $[0, \infty)$ and in infinite dimensional optimization over a time function $u(\cdot)$ which stays difficult for the finite-horizon case. The above formulation could be characterized using \textit{indirect methods} like calculus of variations, Pontryagin’s maximum principle \cite{76} and dynamic programming \cite{77}. This characterizations could only be used to analytic exact representation of the solution for very limited special cases\cite{75}.

In order to avoid the aforementioned issues which hinder utilizing model predictive control, finite horizon optimal control formulation is presented instead with the aid of the so-called \textit{direct methods} for problem characterizations. They are characterized by discretization and finite parameterization being introduced in the optimal control problem formulation which is then directly solved with numerical methods. In order to reformulate the problem into a finite-dimensional and practical setting, we will make the following assumptions that will allow the integral and differentiation operators to be approximated by numerical integration methods.

- The optimization problem will be solved only for the currently measured or estimated value of the states $x_{tk}$.
- The prediction horizon is finite of a given value $T_p$. 
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- The input signal $u(\cdot)$ is assumed to be piecewise constant over the horizon $T_p$ with a regular sampling interval $T_s$ such that $T_p$ is an integer multiple of $T_s$ (i.e. $T_p = NT_s$), and is characterized by a sequence $U_N = \text{col}(U_0, \ldots, U_{N-1}) \in \mathbb{R}^{mN}$ such that $u(t) = \mu(t, U_N) = U_k$ for $t_k \leq t < t_{k+1}$.

- An approximate solution to the ordinary differential equation (4.1) is assumed to be available for the current initial condition in the form of $x(t) = \phi(t, U_N, x(t_k))$ at the discrete time instants $T_d = \{t_{k+1}, t_{k+2}, \ldots, t_{k+N} = T_p\}$.

- The infinite number of control and state constraints are converted to a finite number and evaluated only at the discrete time instants $T_d$.

**Remark:** In general, it is not necessary for the time instants $T_d$ to coincide with sampling instants used for the characterization and parametrization of the control input, but in this thesis it is assumed so.

**Remark:** A simulation of the ODEs embedded in the function $\phi(\cdot)$ may incorporate additional intermediate time-steps not included in $T_d$.

Details about practical reformulation and discretization of the problem will be described in section 4.6 while the problem will be kept in its continuous form. Based on that, the NMPC regulation problem (or setpoint stabilization) can achieved by repeatedly solving the following OCP[74]:

$$\min_{u(\cdot)} V_{T_p}(x_{t_k}, u(\cdot)) = \int_{\tau = t_k}^{t_k+T_p} \ell(x(\tau), u(\tau))d\tau + V_f(x(t_k + T_p))$$

subject to:

- $x(t) = f(x, u)$ with $x(t_k) = x_{t_k}$
- $x(t) \in \mathcal{X}, \forall t \in [t_k, t_k + T_p)$
- $u(t) \in \mathcal{U}, \forall t \in [t_k, t_k + T_p)$
- $x(t_k + T_p) \in \mathcal{X}_f$

where $\ell(\cdot, \cdot) : \mathcal{X} \times \mathcal{U} \to \mathbb{R}^+_0$ is the stage cost function, $V_f(\cdot)$ and $\mathcal{X}_f$ are the terminal cost and terminal set, respectively which are used for guaranteeing stability, $T_p$.
is the prediction horizon period. The stage cost function should be selected such that if we are in the equilibrium $x_*$ and the control value $u_*$ is used, the cost is zero, and outside the equilibrium the cost of positive, i.e.,

$$\ell(x_*, u_*) = 0 \text{ and } \ell(x, u) > 0 \ \forall x \in X, u \in U \text{ with } x \neq x_*$$ (4.5)

As discussed in [78], the stage cost function is usually defined as the weighted norm of the states and control inputs:

$$\ell(x(t), u(t)) = \|x(t)\|_Q + \|u(t)\|_R$$ (4.6)

Here $Q$ and $R$ are positive semidefinite weighing matrices. Control action is penalized because that makes the optimization problem easier and avoids control values of high energy[79]. The basic algorithm for regulation or set-point stabilization is [80]:

**Algorithm 4.1 Basic NMPC Algorithm**

1: Set the time index $k = 0$, the sampling interval $T_s$, and the prediction horizon $T_p = NT_s$.

2: Measure the value of the states $x(t_k)$ or estimate them.

3: Solve the discretized form of the optimization problem $OCP_{T_p}$ over the discrete time instants $T_d$ and get the optimal control sequence $[u(t_k) \cdots u(t_{k+N-1})]$ and the corresponding predicted states $[x(t_k) \cdots x(t_{k+N})]$.

4: Apply only the first control element $u(t_k)$.

4: wait for the next sample and set the time index $k = k + 1$, then go to step 2.

Therefore, NMPC is considered as a nonlinear state feedback $u(t_k) = \mathcal{K}(x(t_k))$ obtained online from an optimal control problem, that minimizes a Least Squares (LS) objective function penalizing the deviation of the system states and inputs from the reference states, using a nominal model and the last available measurement or an accurate estimation of the states.
4.3 NMPC Formulation for Tracking Problems

The tracking problem considers following a time-varying reference $x^{ref}(t)$ which should be considered in the NMPC formulation. This requires not only the stage cost function to be time varying, but also the terminal cost, constraints and possibly state and control constraints. Similar to the regulation case, we assume that the reference $x^{ref}(t)$ is a trajectory of the system 4.1, i.e.

$$\dot{x}^{ref}(t) = f(x^{ref}, u^{ref})$$

for an admissible reference control input $u^{ref}(t) \in U$, i.e. $x^{ref} \in X$. This leads to an explicit time dependence in the formulation of the optimal control problem as assuming that these references are constantly equal to 0 would lead to time varying coordinate transformations in $X$ and $U$. Therefore, $x^{ref}$ and $u^{ref}$ must be considered in the stage cost function $\ell$ to keep track of the current time in the optimal control problem. As a result, $\ell : t \times X \times U \rightarrow \mathbb{R}_0^+$ becomes a time varying function that vanishes if and only if we are exactly on the reference. In the tracking problem, equation (4.5) becomes:

$$\ell(t, x^{ref}, u^{ref}) = 0 \text{ and } \ell(t, x, u) > 0 \quad \forall x \in X, u \in U \text{ with } x \neq x^{ref}. \quad (4.7)$$

One possible choice for the stage cost function is the norm of the deviation of the states and control inputs from the references (instead of the 0), i.e. the regulation case (4.6) becomes:

$$\ell(t, x(t), u(t)) = \|x(t) - x^{ref}\|_Q + \|u(t) - u^{ref}\|_R. \quad (4.8)$$

Here $Q$ and $R$ are still positive semidefinite weighing matrices.

Based on that, the NMPC tracking problem can be achieved by repeatedly solving the following optimal control problem[80]:

$$\min_{x, u} \ell(t, x(t), u(t))$$

subject to:

$$\dot{x}(t) = f(x(t), u(t))$$

$$x(0) = x(0)$$

$$x(t) \in X$$

$$u(t) \in U$$

$$\ell(t, x(t), u(t)) \leq \ell_0$$

for $t \in [0, T]$. The solution to this problem provides the reference input $u^{ref}(t)$ that is used in the next time step to control the system $x(t)$. This process is repeated over time to achieve the desired tracking behavior.
**4.3. NMPC Formulation for Tracking Problems**

\[
\mathcal{OCP}_{T_p}^d: \min_{u(\cdot)} V_{T_p}(t, x_{t_k}, u(\cdot)) = \int_{\tau=t_k}^{t_k+T_p} \ell(\tau, x(\tau), u(\tau))d\tau + V_f(t, x(t_k + T_p))
\]

subject to:

\[
\begin{align*}
\dot{x}(t) &= f(x, u) \text{ with } x(t_k) = x_{t_k} \\
x(t) &\in X, \forall t \in [t_k, t_k + T_p) \\
u(t) &\in U, \forall t \in [t_k, t_k + T_p) \\
x(t_k + T_p) &\in X_f(t)
\end{align*}
\]

where \(\ell(\cdot, \cdot, \cdot)\) is the stage cost function, \(V_f(\cdot, \cdot)\) and \(X_f(\cdot)\) are the terminal cost and terminal set, respectively which are used for guaranteeing stability, \(T_p\) is the prediction horizon period. In general, the terminal region \(X_f(\cdot)\) is time varying, unlike the regulation case, to bound the states evolution to be closer to the reference trajectory beyond the prediction horizon. The algorithm for the trajectory tracking problem is:

**Algorithm 4.2 Tracking NMPC Algorithm**

1. Set the time index \(k = 0\), the sampling interval \(T_s\), and the prediction horizon \(T_p = NT_s\).

2. Measure the value of the states \(x(t_k)\) or estimate them, and get the reference trajectory \(x^{ref}\) and controls \(u^{ref}\) over the horizon.

3. Solve the discretized form of the optimization problem \(\mathcal{OCP}_{T_p}^d\) over the discrete time instants \(T_d\) and get the optimal control sequence \(U^*_N = [u^*(t_k) \cdots u^*(t_{k+N-1})]\) and the corresponding predicted states \(X^*_N = [x^*(t_k) \cdots x^*(t_{k+N})]\).

4. Apply only the first control element \(u^*(t_k)\).

4: wait for the next sample and set the time index \(k = k + 1\), then go to step 2.
4. NMPC Formulation for Tracking Problems with Time-varying Constraints

Although the state and control constraints usually represent physical constraints and therefore are represented by time invariant sets, for some other applications, like the one presented in this thesis, the constraints may result from operational constraints and therefore it may be needed to formulate them as time-varying over the horizon. Even if the physical model is time invariant similar to (4.1), there is a need to represent it as a time varying system which allows for known disturbances and exogenous input signals to be accounted for in the optimal control problem formulation.

Consider a time varying nonlinear system described by the state space model:

\[
\dot{x}(t) = f(t, x, u)
\]  

subject to the time varying constraints:

\[
x(t) \in X(t) \subseteq \mathbb{R}^n, \\
u(t) \in U \subseteq \mathbb{R}^m,
\]

where \(x \in \mathbb{R}^n\) is the state vector; \(u \in \mathbb{R}^m\) is the control vector; \(f(\cdot, \cdot, \cdot)\) is continuous, \(X(\cdot) \subseteq \mathbb{R}^n\) and \(U \subseteq \mathbb{R}^m\) define the allowable time-varying state and control set, respectively. The operational constraints are usually defined for the states only over a finite future horizon, so the control constraints will be kept time invariant.

The NMPC tracking problem with time varying state constraints is achieved by repeatedly solving the following optimal control problem[80]:

\[
\begin{align*}
\mathcal{OCP}_{T_p,t}^{k}: \min_{u(\cdot)} & V_{T_p}(t, x_{t_k}, u(\cdot)) = \int_{\tau = t_k}^{t_k+T_p} \ell(\tau, x(\tau), u(\tau)) d\tau + V_f(t, x(t_k + T_p)) \\
\text{subject to:} & \\
\dot{x}(t) &= f(t, x, u) \text{ with } x(t_k) = x_{t_k} \\
x(t) &\in X(t), \forall t \in [t_k, t_k + T_p) \\
u(t) &\in U, \forall t \in [t_k, t_k + T_p) \\
x(t_k + T_p) &\in X_f(t)
\end{align*}
\]
Remark: It is also possible to include states and control mixed constraints in the form of \( h(x, u) \leq 0 \), but it is omitted here because it is not used in our application.

### 4.5 Stability

To guarantee asymptotic stability by using the control law \( u(t_k) = K(x(t_k)) \), it is desirable to use infinite prediction and control horizons, i.e., set \( T_p = \infty \) in the aforementioned OCPs, but it is not feasible to get the solution of the infinite horizon nonlinear optimization problem\[81\]. On the other hand, stability can be guaranteed for finite horizon problems by suitably choosing a terminal cost \( V_f(x(\cdot)) \) and a terminal attractive region \( \mathcal{X}_f \). This result has been studied in \[81–84\]. The following assumption is a necessary condition which is required to guarantee the stability\[85\]:

**Assumption 4.1.** There exist an auxiliary control law \( K_f(x) \), a terminal set \( \mathcal{X}_f \) and a terminal penalty \( V_f \) such that, letting \( \phi_f(t, x(t_k)) \) the solution of the closed-loop system:

\[ \dot{x}(t) = f(x, K_f(x(t))) \tag{4.11} \]

with the initial state \( x(t_k) \), the following conditions hold:

- \( \mathcal{X}_f \subset \mathcal{X}, \mathcal{X}_f \) is closed, and \( 0 \in \mathcal{X}_f \)
- \( K(x) \in \mathbb{U}, \forall x \in \mathcal{X}_f \)
- \( \mathcal{X}_f \) is positively invariant for (4.11)
- \( V_f(\cdot) : \mathbb{R}^n \longrightarrow \mathbb{R} \) is such that \( \forall x(t_k) \in \mathcal{X}_f \)

\[
V_f(\phi_f(t_{k+1}, x(t_k))) - V_f(x(t_k)) 
\leq - \int_{\tau=t_k}^{t_{k+1}} \left\{ \| \phi_f(\tau, x(t_k)) \|_Q^2 + \| K_f(\phi_f(\tau, x(t_k))) \|_R^2 \right\} d\tau \tag{4.12}
\]
Note: The control law \( K_f(\cdot) \) is never applied to the system but it is only used in simulation in order to obtain the terminal set and the terminal penalty.

Based on Assumption 4.1, many techniques were introduced in the literature to guarantee the stability of the MPC algorithm:

**Terminal Equality Constraint:** The first technique found in the literature is to use a terminal equality constraint \( X_f = 0 \) [86, 87]. The terminal control law and the terminal penalty are defined only in the origin such that the following trivial functions can be chosen: \( V_f(x) \equiv 0 \) and \( K_f(x) \equiv 0 \). The disadvantage of using this method is the excessive control action required to steer the states to the origin, specialty for short prediction horizon.

**Quadratic Terminal Penalty:** The second well known method is to use a quadratic terminal penalty and a linear auxiliary control law [84]. This can be achieved by linearizing the system (4.9):

\[
A = \frac{\partial f}{\partial x}_{|x=0,u=0}, \quad B = \frac{\partial f}{\partial u}_{|x=0,u=0}
\]

The auxiliary (terminal) control law is designed to be \( K_f(x) = Kx \) where \( K \) is designed with linear control theory such that \( A_{cl} = A + BK \) is Hurwitz. The terminal penalty is selected to be a quadratic function \( V_f(x) = x^TPx \) where \( P \) is the solution of the following Lyapunov function:

\[
(A_{cl} + k_\epsilon I)^T P + P (A_{cl} + k_\epsilon I) = \bar{Q} \tag{4.13}
\]

where \( \bar{Q} = Q + K^T R K \) and \( k_\epsilon \) is a positive scalar which satisfies \( k_\epsilon < -\lambda_{max}(A_{cl}) \).

The terminal region is defined as a level set of the terminal penalty:

\[
X_f := \{x \in \mathbb{R}^n | x^T P x \leq \alpha \} \subset X \tag{4.14}
\]

such that

1. \( Kx \in U \ \forall x \in X_f \);
2. $X_f$ is positively invariant for the closed loop system driven by the control law $u = Kx$;

3. $\forall x \in X_f$, $\frac{d}{dt}x^T P x \leq -x^T \bar{Q} x$ is satisfied for the closed loop system driven by the control law $u = Kx$.

Infinite-Horizon Closed-loop Costing: The third method, presented in [88], relies on being able to design a general stabilizing nonlinear control law and use it as the terminal penalty. Based on that, an infinite horizon cost can be used, and the terminal penalty will be:

$$V_f(x(t_k)) = \int_{\tau = t_k}^{\infty} \left( \|\phi_f(\tau, x(t_k))\|^2_Q + \|\mathcal{K}_f(\phi_f(\tau, x(t_k)))\|^2_R \right) d\tau$$

The terminal region is defined as:

$$X_f := \{\bar{x} \in \mathbb{R}^n | \phi_f(\tau, x(t_k)) \subset X, \mathcal{K}_f(\phi_f(\tau, x(t_k))) \in U, t > \bar{t}, V_f(x(\bar{x})) is bounded \} \subset X$$

Long Horizon: One of the interesting techniques is to rely only on selecting a relatively long horizon. In [89], it is shown that there is always a finite horizon for which the NMPC scheme is stabilizing without the use of a terminal cost or terminal constraints.

4.6 Optimal Control Problem Formulation

Having a successful usage of the aforementioned NMPC problems requires a proper formulation of an optimization problem. There are two possible categories when it comes to dynamic optimization problems; indirect and direct methods. Indirect methods, such as calculus of variations and dynamic programming, consider the continuous NMPC as it is and does not require discretization of the problem. They provide exact analytic solution of the optimal control problem [74]. They
are not common to be used for the nonlinear optimal control problems due to their inability to handle a wide class of systems because they require a guess of the optimal control structure\[74\]. Direct methods are more desirable for solving NMPC optimization problem.

The main idea behind the direct methods are introducing the discretization and finite parameterization into the optimal control problem formulation which is then directly solved with numerical methods. The choice of the numerical optimization formulation strategy will have significant impact on both the need for computational resources and the quality of the solution in NMPC. Given that, direct numerical optimal control techniques are reviewed in this section which are classified into two approaches \[90\]:

- **The sequential approach:** The ODE (4.1) is solved via numeric simulation when evaluating the cost and constraint functions which make the sampled intermediate states $x(t_k) \cdots x(t_{k+N})$ disappear from the problem formulation by substitution into the cost and constraint functions, while the control trajectory parameters $U_N$ are treated as unknowns. This leads to a sequence of simulate-optimize iterations, often known as Direct Single Shooting, [91–93].

- **The simultaneous approach:** The ODE (4.1) is discretized based on a suitable sampling interval and the resulting finite set of nonlinear algebraic equations are treated as nonlinear equality constraints. In this case, both the control sequence $U_N^* = [u^*(t_k) \cdots u(t_{k+N-1})]$ and the corresponding predicted states $X_N = [x(t_k) \cdots x(t_{k+N})]$ are handled as unknowns. There are two main methods which use this approach; direct multiple shooting [94–97], and collocation methods [98–100].

In the following, the three most common formulation techniques that are used in numerical optimal control; single shooting, direct collocation and multiple shooting,
are reviewed followed by the reasons to choose one of them to be used considering our research application.

### 4.6.1 Direct Single Shooting

In this method, numerical solution of the nonlinear differential equation \( x(t_k) = \phi(t_k, U_N, x(0)) \) is substituted into the cost and constraints, and therefore, the ODE 4.9 is eliminated from the problem. The optimization problem become as follows:

\[
\begin{align*}
\min_{U_N} & \quad V_T(x_0, U_N) \triangleq \sum_{k=0}^{N-1} \ell(t_k, \phi(t_k, U_N, x(0)), \mu(t_k, U_N)T_k + V_f(T_p, \phi(T_p, U_N, x(0)))
\end{align*}
\]

subject to:

\[
\begin{align*}
& x(t_k) \in X(t_k), \forall t_k \in T_d \\
& u(t_k) \in U, \forall t_k \in T_d \\
& x(t_{k+N}) \in X_f(t_{k+N})
\end{align*}
\]

where \( \phi(\cdot) \) results from either explicit or implicit integration schemes. For example, explicit integration scheme gives the following difference equation:

\[
x_{k+1} = F(t_k, x(t_k), \mu(t_k, U_N)), x(t_0) = x(0)
\] (4.16)

that leads to the following prediction:

\[
\phi(t_k, U_N, x(0)) = F(t_{k-1}, \cdots F(t_1, F(t_0, x(0), \mu(t_0, U_N)), \mu(t_1, U_N)), \cdots \mu(t_{k-1}, U_N))
\] (4.17)

### 4.6.2 Direct Collocation

In direct collocation, the nonlinear algebraic equations resulting from discretization of the continuous ones are kept into the optimization problem instead of substituting the numerical solution of \( x_{t_k} \). Hence, the predicted states \( [x(t_1) \cdots x(t_N)] \) are treated as unknown decision variables:
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\[
\begin{align*}
\min_{U_N, x(t_1) \cdots x(t_N)} & \quad V_T_p(x(t_1) \cdots x(t_N), U_N, x_0) \\
& \quad \sum_{k=1}^{N} \ell(t_k, x_{t_k}, \mu(t_k, U_N))T_s + V_f(T_p, x(T_p)) \\
\text{subject to :} & \\
& \quad x(t_k) \in \mathbb{X}(t_k), \forall t_k \in T_d \\
& \quad u(t_k) \in U, \forall t_k \in T_d \\
& \quad x(t_{k+N}) \in \mathbb{X}_f(t_{k+N}) \\
& \quad F(t_k, x_{k+1}, x(t_k), \mu(t_k, U_N)) = 0, \quad x(t_0) = x(0)
\end{align*}
\]

where \( F(\cdot) \) is a function defined according to the discretization scheme. This allows for both explicit and implicit integration to be used. The algebraic equations result from the implicit discretization are solved simultaneously with the optimization problem.

4.6.3 Direct Multiple Shooting

Direct multiple shooting combines elements of both direct single shooting and direct collocation. The nonlinear continuous ODE is discretized to a set of algebraic equations which included and solved simultaneously in the optimization problem as equality constraints (as in collocation), and the ODE solver is used to simulate the ODE in each time interval \( t_k \leq t \leq t_{k+1} \) as follows:

\[
\begin{align*}
\min_{U_N, x(t_1) \cdots x(t_N)} & \quad V_T_p(x(t_1) \cdots x(t_N), U_N, x_0) \\
& \quad \sum_{k=1}^{N} \ell(t_k, x_{t_k}, \mu(t_k, U_N))T_s + V_f(T_p, x(T_p)) \\
\text{subject to :} & \\
& \quad x(t_k) \in \mathbb{X}(t_k), \forall t_k \in T_d \\
& \quad u(t_k) \in U, \forall t_k \in T_d \\
& \quad x(t_{k+N}) \in \mathbb{X}_f(t_{k+N}) \\
& \quad x(t_{k+1}) = \phi(t_k, \mu(t_k, U_N), x(t_k)), \quad x(t_0) = x(0)
\end{align*}
\]
where $\phi(\cdot)$ is defined by the simulation of the ODE. The main advantage of multiple shooting is the usage of an arbitrary ODE solver between the time instants of $T_d$ such that adaptive discretization schemes might be used due to stiff dynamics.

In this thesis, Direct Multiple Shooting is used due to the following reasons [74]:

- Although the simultaneous approach involves a larger number of constraints and therefore leads to bigger problems, the cost and constraint function evaluation is much simpler.

- The sequential approach may use a separate ODE and optimization solvers which may, in some cases, be simple and convenient specially for industrial applications.

- The simultaneous approach not only requires an initial control trajectory guess, but also one for the state trajectory. The availability of a good initial guess for the state trajectory is an advantage that can be exploited by the simultaneous approach.

- Direct multiple shooting technique provides additional flexibility to both direct single shooting and direct collocation as it decouples the discretization grids of the constraints and the discretization grid of the ODE integration.

4.7 ACADO Toolkit

The open-source ACADO Code Generation toolkit [101] is used in the implementation of the NMPC algorithms presented in this thesis. Based on a symbolic representation of optimal control problems, ACADO generates an optimized and self-contained C code with static memory for a good real-time performance. The C code can be integrated into MATLAB as MATLAB executable (mex) files. The main steps of the implementation are briefly described as follows:
• The continuous state space model is symbolically defined using C-code or the MATLAB interface, then it is simplified employing automatic differentiation tools and using zero entries in the Jacobian matrix. The result is an efficient real time C-code for the integration of the continuous nonlinear system which will be used for the prediction.

• The optimization problem cost function and constraints are symbolically defined, parametrized by the aforementioned direct multiple shooting technique, and the resulting, large but sparse, Quadratic Problem (QP) is condensed.

• The discretized QP is then solved with the aid of Gauss-Newton iterative algorithm and a real time iteration (RTI) scheme.
5 Disturbance Estimation

5.1 Introduction

A lot of nonlinear systems are subjected to disturbances which affect the controller performance adversely. Therefore, disturbance counteraction is one of the useful techniques of improving the controller design while maintaining the level of complexity. In general, disturbances refer not only to unknown inputs from the external environment of a control system but also to uncertainties of the system model under control including unmodeled dynamics, parameter uncertainty and nonlinear couplings terms, which are difficult to handle[19].

In the field of ship motion control, the hydrodynamic effect is very difficult to model and usually is done experimentally based on some approximations which bring unmodeled dynamics to the control problem[11]. Moreover, the ship will be influenced in open water to severe wind and current forces which degrades the performance of the motion controllers[102].

Motivated by the benefits of disturbance counteraction to improve the control precision and of course the production efficiency of practical engineering systems, many advanced control techniques have been proposed to handle the undesirable
effects caused by unknown disturbances and uncertainties since 1950s. They can be categorized into two categories: Passive Anti-Disturbance Control (PADC) and Active Anti-Disturbance Control (AADC)[19].

The major PADC techniques are:

- **Adaptive Control**: Adaptive control handles the structured parameter perturbation by estimating the parameters of the model online and tune the controller parameters to obtain a fine performance. Adaptive control is very useful when the model is well known but with time varying parameters, and there is a parameter estimation technique to estimate their parameters.

- **Robust Control**: Robust control is an important branch of modern control theory that guarantee an upper bound of the performance given that there exist a known bound for the unknown disturbances or uncertainties. The control design of it is quiet conservative as it considers the worst case of the uncertainties or disturbances. The robustness of this controller is generally obtained at the price of sacrificing the transient performance of other featured points[19].

- **Sliding Model Control (SMC)**: SMC is a robust discontinuous controller which can handle plant structured and unstructured uncertainties and disturbances. The main drawback of SMC is the chattering which is undesirable since it involves high control activity and may excite high frequency dynamics neglected in the course of modeling. In the recent years, some techniques have been emerged to solve chattering and to achieve convergence to the sliding surface, most of them are based on Fuzzy Logic Systems (FLS) which can reduce the chattering as in [103].

- **Internal Model Control (IMC)**: IMC is a simple and intuitive way to attenuate the effects of external disturbances in control systems. It is only available for linear systems and is very sophisticated for high-dimensional systems due
to the requirement of calculating the inverse of a high dimensional transfer function matrix.

The aforementioned techniques use a feedback regulation to compensate the unknown disturbances, rather than feedforward compensation, based on the tracking error between the reference input and the measured outputs. The main drawbacks for these schemes is the relative slow reaction to the disturbances specially in the presence of strong disturbances [19]. One disadvantage of PADC techniques is that a new technique must be developed for each new nonlinear controller scheme.

Active Anti-Disturbance Control (AADC) methods have been proposed to overcome the limitations of PADC methods. The main idea behind them is to directly counteract disturbances by feed-forward compensation control design based on disturbance measurements or estimations. Traditional feed-forward control is considered as the earliest AADC methods where a sensor is firstly employed to measure the disturbances; secondly, the model of disturbance channel is built; finally, a feedforward controller, which employs the disturbance measurement and both models of the process and disturbance channels, is designed to counteract the disturbances. In most of the practical systems the disturbance is not measured and therefore estimation of the disturbance become beneficial. Disturbance observer (DO) is one of the most effective and popular disturbance estimation techniques.

5.2 Disturbance Observer Based Control (DOBC)

Disturbance Observer Based Control (DOBC) is framework used to handle control problems subject to disturbances. Within this framework, instead of considering the control problem for a nonlinear system under disturbances as a single one, it is divided into two subproblems, each with its own design objectives. The first subproblem is the same as the control problem for a nonlinear system without disturbances and its objective is to stabilize the nonlinear plant and achieve the performance specifications such as tracking or regulation. The second subproblem
is to attenuate disturbances. A nonlinear disturbance observer is designed to deduce external disturbances and then to compensate for their influence using proper feedback[104].

A general design procedures for the DOBC scheme are:

1. Design a nonlinear controller for system to achieve stability and other performance specifications under the assumption that the disturbance is measurable.

2. Design a disturbance observer to estimate the disturbance.

3. Integrate the disturbance observer with the controller by replacing the disturbance in the control law with its estimation yielded by the disturbance observer.

A block diagram showing the structure of BODC is shown in Figure5.1. As seen from this figure, the composite controller consists of two components: a controller designed based on the nominal model, (i.e. ignoring the disturbance or assuming that it is measurable) and a disturbance observer, which are integrated together to achieve disturbance counteraction. The advantage of this scheme is the design flexibility as the controller design is separated from the disturbance observer and generally speaking can be used for linear and nonlinear systems subject to simple additive disturbance or a more complex ones.
5. Disturbance Estimation

5.3 Nonlinear Disturbance Observer

In this section, a Nonlinear Disturbance Observer (NDO) is presented for a class of nonlinear system, affine system, subjected to a constant nonlinear disturbance. Consider the following affine nonlinear system represented in state space:

\[
\dot{x} = f(x) + g(x)u + g_b(x)b
\]  

(5.1)

where \( x \in \mathbb{R}^n \) is the state vector, \( u \in \mathbb{R}^m \) is the control vector, \( b \in \mathbb{R}^l \) is the constant but unknown disturbance vector, and \( f(\cdot), g(\cdot) \) and \( g_b(\cdot) \) are continuous function of appropriate dimensions.

A nonlinear disturbance observer is proposed to estimate the disturbance \( b \)\[19\] as follows:

\[
\dot{\hat{b}} = l(x)[\dot{x} - f(x) - g(x)u - g_b(x)\hat{b}]
\]  

(5.2)

where \( \hat{b} \) is the disturbance estimation vector, and \( l(x) \) is the nonlinear gain function of the observer. The estimation error is defined by:

\[
\tilde{b} := \hat{b} - b.
\]  

(5.3)

The disturbance error dynamics can be obtained by substituting (5.1) and (5.2) into the time derivative of (5.3):

\[
\dot{\hat{b}} = \hat{b} - \tilde{b} = -l(x)[\dot{x} - f(x) - g(x)u - g_b(x)\hat{b}];
\]  

(5.4)

where the nonlinear gain \( l(x) \) is chosen such that the error dynamics (5.4) is asymptotically stable.

Remark: This observer is difficult to use for wide range of applications as it requires the measurement of the states derivative.

Remark: For the application of vehicle motion control, accelerometers might be
installed on-board and the derivative of the velocity states can be measured and therefore the the observer (5.2) can be used.

An enhanced observer is proposed to overcome the need to measure the states time derivative [19, 104]:

\[
\dot{z} = -l(x) \left[ g_b(x)z + g_b(x)p(x) + f(x) + g(x)u \right] \\
\dot{\hat{b}} = z + p(x)
\]

where \( z \in \mathbb{R}^l \) is the internal state of the nonlinear observer, and \( p(x) \in \mathbb{R}^l \) is the nonlinear function to be designed. The nonlinear disturbance observer gain \( l(x) \in \mathbb{R}^n \times \mathbb{R}^l \) is determined by:

\[
l(x) = \frac{\partial p(x)}{\partial x}.
\]

The estimation error is governed according to[19]:

\[
\dot{\hat{b}} = \dot{\hat{b}} - \hat{b} = -l(x)g_2(x)\hat{b}
\]

Hence, the NDO design can estimate unknown constant disturbances if the observer gain \( l(x) \) is chosen such that system (5.7) is asymptotically stable.

5.4 Robust Nonlinear Disturbance Observer

In this section, we relax the assumption of constant disturbance by letting the disturbance vector \( b \) to be unknown time varying but bounded. This observer is adapted from the one presented in [105] where the disturbance was additive to the system, not nonlinear.

**Assumption 5.1.** The disturbance \( b \) is unknown time-varying but bounded and there exists an unknown positive constant \( \rho \) such that

\[
\|\dot{\rho}(t)\| \leq \rho
\]
The proposed observer is:

\[
\dot{z} = -l(x) [g_b(x)z + g_b(x)p(x) + f(x) + g(x)u]
\]  \hspace{1cm} (5.9a)

\[
\dot{\hat{b}} = z + p(x)
\]  \hspace{1cm} (5.9b)

where \( z \in \mathbb{R}^l \) is the internal state of the nonlinear observer, and \( p(x) \in \mathbb{R}^l \) and \( l(x) \in \mathbb{R}^n \times \mathbb{R}^l \) are nonlinear functions to be designed. Define the disturbance estimation error \( \tilde{b} \in \mathbb{R}^l \):

\[
\tilde{b} := \hat{b} - b.
\]  \hspace{1cm} (5.10)

From (5.9) and (5.1), we have

\[
\dot{\hat{b}} = -l(x) [g_b(x)z + g_b(x)p(x) + f(x) + g(x)u] + \dot{p}(x)
\]

\[
= -l(x) [g_b(x)z + g_b(x)p(x) + f(x) + g(x)u] + \frac{\partial p}{\partial x} \dot{x}
\]  \hspace{1cm} (5.11)

\[
= -l(x)g_b(x)\hat{b} + \frac{\partial p}{\partial x}g_b(x)\hat{b} + \left( \frac{\partial p}{\partial x} - l(x) \right) g(x)u + \left( \frac{\partial p}{\partial x} - l(x) \right) f(x)
\]

if we select \( l(x) \) to be:

\[
l(x) := \frac{\partial p}{\partial x} \]  \hspace{1cm} (5.12)

the estimation disturbance dynamics will be:

\[
\dot{\hat{b}} = -l(x)g_b(x)\hat{b}
\]  \hspace{1cm} (5.13)

From (5.13) and (5.10) the error dynamics becomes:

\[
\dot{\tilde{b}} = -l(x)g_b(x)\hat{b} - \hat{b}
\]  \hspace{1cm} (5.14)

Select the candidate Lyapunov function as:

\[
V_{do} = \frac{1}{2} \tilde{b}^T \tilde{b}
\]  \hspace{1cm} (5.15)
Using (5.14), (5.8) and Young’s inequality (See Appendix B), the time derivative of (5.15) is:

\[
\dot{V}_{do} = \dot{b}^T \tilde{b} = -\dot{b}^T l(x)g_b(x)\tilde{b} - \dot{b}^T \ddot{b} \\
\leq -\dot{b}^T l(x)g_b(x)\tilde{b} + \frac{1}{2}\dot{b}^T \dot{b} + \frac{1}{2}\|b\|^2 \\
\leq -\dot{b}^T l(x)g_b(x)\tilde{b} + \frac{1}{2}\lambda_{\min}(\Lambda)\|b\|^2 + 1 \rho^2 \\
\leq -\frac{1}{2}\lambda_{\min}(\Lambda)\|b\|^2 + \frac{1}{2}\lambda_{\min}(\Lambda)\|\dot{b}\|^2 + 1 \rho^2.
\]

(5.16)

**Assumption 5.2.** The design matrix function \(l(x)\) can be chosen such that the matrix \(\Lambda(x) := l(x)g_b(x)\) is positive definite for all \(x\), with

\[
\lambda_{\min}(\Lambda) > \frac{1}{2}.
\]

(5.17)

where \(\lambda_{\min}(\cdot)\) denotes the minimum eigenvalue of a matrix.

Following Assumption 5.2, equation (5.15) becomes:

\[
\dot{V}_{do} \leq -\left[\lambda_{\min}(\Lambda) + \frac{1}{2}\right] \|b\|^2 + \frac{1}{2}\rho^2 \\
= -2\alpha V_{do} + C_d.
\]

(5.18)

where \(\alpha = \lambda_{\min}(\Lambda) - \frac{1}{2}\) and \(C_d = \frac{1}{2}\rho^2\). Therefore, we have the following theorem.

**Theorem 5.1.** Under Assumptions 5.1 and 5.2, the disturbance estimation error vector \(\tilde{b}\) of the observer constructed by (5.9) settles within the compact set

\[
\Omega_{\tilde{b}} = \{\tilde{b} \in \mathbb{R}^l | \|\tilde{b}\| \leq \xi_b, \xi_b > \sqrt{\frac{C_d}{\alpha}}\}
\]

which can be made arbitrarily small. The practical stability of the disturbance observer is ensured.

**Proof.** From the analytic solution of the first order differential equation (5.18), we have

\[
0 \leq V_{do}(t) \leq \frac{C_d}{2\alpha} + \left[V_{do}(0) - \frac{C_d}{2\alpha}\right] e^{-2\alpha t}.
\]

(5.19)

Therefore, \(V_{do}(t)\) is globally uniformly ultimately bounded. From (5.15) and (5.19), we have

\[
\|\tilde{b}\| \leq \sqrt{\frac{C_d}{\alpha}} + \left[V_{do}(0) - \frac{C_d}{2\alpha}\right] e^{-2\alpha t},
\]

(5.20)
which makes \( \hat{b} \) uniformly ultimately bounded. For any positive constant \( \xi_b > \sqrt{\frac{C_b}{\alpha}} \) there exists a time constant \( T_b > 0 \) such that \( \|\hat{b}\| \leq \xi_b \) for all \( t > T_b \). Thus, \( \hat{b} \) converges to \( \Omega_b = \{ \hat{b} \in \mathbb{R}^l \mid \|\hat{b}\| \leq \xi_b \} \). Selecting the design matrix will influence the convergence rate of the observer. Theorem 5.1 is thus proved.

**Remark:** The two observers (5.5) and (5.9) are identical and the robustness again unknown, but bounded, disturbance time derivative can be achieved by the design matrix \( l(x) \).

### 5.5 Case Study: Vessels Disturbance

In this section, the nonlinear disturbance observer will be used to estimate the disturbance acting on the underactuated vessel modeled by (3.40) with the parameters given in Appendix A. External environmental forces might lead to a big tracking error if they are not considered, implicitly or explicitly, in the controller design; hence, a measurement or estimation of these disturbances is required. The environmental forces are modeled as a slowly time varying bias \( b \) with respect to the inertial fixed frame acting on the vessel and a vector of white noise \( \omega \) (See section 3.7). The states measurement will be filtered for the high frequency comportments to facilitate the estimation of the low frequency disturbance.

In [102], a nonlinear disturbance observer is designed for vessels under the approximation that \( g_b(x) = g_b(\psi) \approx g_b(\psi + \psi_w) \), where \( \psi_w \) is the wave induced yaw disturbance, which is suitable for the dynamic positioning application presented in that paper. The sway force is estimated in [106] while the surge and yaw disturbances are compensated using the integral term of the PID. In this subsection, a nonlinear observer is designed to estimate the three components of the disturbances without approximation of the matrix \( g_b(x) \) based on (5.9). A block diagram of the observer and the disturbance acting nonlinearly on the vessel is shown in Figure 5.2.
Figure 5.2: NDO block digram for the vessel

For the vessel model (3.40), \( x \in \mathbb{R}^6 \), \( u \in \mathbb{R}^2 \), and \( b \in \mathbb{R}^3 \), and \( \mathcal{f}(x), g(x) \) and \( g_b(x) \) are smooth in terms of \( x \). One possible choice for \( l(x) \) is:

\[
 l(x) = K_w g_b(x)^{-1} = K_w 
\begin{bmatrix}
 0 & 0 & 0 \\
 0 & 0 & 0 \\
 -m_1 u \sin(\psi) & m_1 u \cos(\psi) & 0 \\
 -m_2 \cos(\psi) & -m_2 \sin(\psi) & 0 \\
 m_1 \cos(\psi) & m_1 \sin(\psi) & 0 \\
 -m_2 \sin(\psi) & -m_2 \cos(\psi) & 0 \\
 0 & 0 & m_3 \\
\end{bmatrix}^T
\]  

(5.21)

\( K_w \in \mathbb{R}^3 \times \mathbb{R}^3 \) is a positive definite matrix that determines the convergence rate of the observer and \( g_b(x)^{-1} \in \mathbb{R}^3 \times \mathbb{R}^6 \) is the pseudo inverse of \( g_b(x) \). By integrating (5.21) with respect to \( x \), \( p(x) \) will be:

\[
 p(x) = MR(\psi)^T u = 
\begin{bmatrix}
 m_{11} u \cos(\psi) - m_{22} v \sin(\psi) \\
 m_{11} u \sin(\psi) + m_{22} v \cos(\psi) \\
 m_{33} r \\
\end{bmatrix}
\]

(5.22)

This choice makes the deterministic observer estimation error(5.4) linear with eigenvalues equal to the scalar \( K_w \):

\[
 \dot{\tilde{b}} = -K_w \tilde{b}.
\]

(5.23)
Proposition 5.1. Consider the ship dynamics given by (3.40) with a constant unknown disturbance $b$ and full states measurement $x$ which is filtered to reject the effect of $\omega$. A disturbance observer based on (5.9), with $l(x)$ given by (5.21) and $p(x)$ by (5.22) makes the error $\tilde{b}$ converge asymptotically to the origin.

Proof. If we filtered for the white noise $\omega$, the vessel dynamics will be similar to (5.1). Select the candidate Lyapunov function as (5.15). The time derivative of it will be:

$$\dot{V}_{do} = -\tilde{b}^T K_w \tilde{b}$$

(5.24)

If $K_w$ is selected to be positive definite then the system (5.7) is globally asymptotically stable with a time constant $\frac{1}{\lambda_{\text{min}}(K_w)}$.

The next proposition applies Theorem 5.1 to the vessel (3.40).

Proposition 5.2. Consider the ship dynamics given by (3.40) with a time varying unknown disturbance $b$ as in Assumption 5.1 and full states measurement $x$ which is filtered to reject the effect of $\omega$. A disturbance observer based on (5.9), with $l(x)$ given by (5.21) and $p(x)$ by (5.22), settles within the compact set $\Omega_b = \{ \tilde{b} \in \mathbb{R}^3 | \|\tilde{b}\| \leq \xi_b, \xi_b > \frac{\sqrt{\alpha}}{\alpha} \}$ which can be made arbitrarily small by appropriately selecting the design matrix $K_w$. The practical stability of the disturbance observer is ensured.

Proof. If we filtered for the white noise $\omega$, the vessel dynamics will be similar to (5.1). Select the candidate Lyapunov function as (5.15). From (5.21) and Theorem 5.1, $\alpha = \lambda_{\text{min}}(K_w) - \frac{1}{2}$ and $C_d = \frac{1}{2} \rho^2$. If $K_w$ is selected to be positive definite with $\lambda_{\text{min}}(K_w) > \frac{1}{2}$ then $\tilde{b}$ converges to $\Omega_b = \{ \tilde{b} \in \mathbb{R}^3 | \|\tilde{b}\| \leq \xi_b \}$, i.e. $\tilde{b}$ is globally uniformly ultimately bounded.
5.5.1 Case 1

We evaluate the observer proposed in Proposition 5.1 to estimate a piecewise periodic disturbance of a period 300 sec. A single period version of it is:

\[
b(t) = \begin{cases} 
[1800N \ 800N \ 700N \cdot m]^T & 0 \leq t < 150 \\
[600N \ -800N \ -700N \cdot m]^T & 150 \leq t < 300
\end{cases},
\]

(5.25)

The ship is driven by a piecewise periodic control input that has a period of 200 sec with a single period given by:

\[
\tau(t) = \begin{cases} 
[120kN \ \ \ \ 70kN \cdot m]^T & 0 \leq t < 200 \\
[60kN \ \ -70kN \cdot m]^T & 200 \leq t < 400
\end{cases}.
\]

(5.26)

The design matrix \(K_w\) is selected to be \(K_w = diag(0.1, 0.1, 0.1)\). Figure 5.3 shows the actual and the estimated disturbances in the surge, sway and yaw velocities. It is clear that the proposed observer tracks the unknown constant disturbance with a settling time of 40 sec.

<table>
<thead>
<tr>
<th>Table 5.1: Robust NDO performance index</th>
</tr>
</thead>
<tbody>
<tr>
<td>(K_w = \begin{bmatrix} 0.5 &amp; 0 &amp; 0 \ 0 &amp; 0.5 &amp; 0 \ 0 &amp; 0 &amp; 0.5 \end{bmatrix})</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>(K_w = \begin{bmatrix} 5.0 &amp; 0 &amp; 0 \ 0 &amp; 5.0 &amp; 0 \ 0 &amp; 0 &amp; 5.0 \end{bmatrix})</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>(K_w = \begin{bmatrix} 20.0 &amp; 0 &amp; 0 \ 0 &amp; 20.0 &amp; 0 \ 0 &amp; 0 &amp; 20.0 \end{bmatrix})</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
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Figure 5.3: Simulation results of the NDO proposed in Proposition 5.1
5.5.2 Case 2

The robust disturbance observer proposed in Proposition 5.2 is evaluated in this subsection. The actual disturbance is assumed to be sinusoidal with a frequency of 0.01\text{rad/sec} as follows:

\[
b(t) = \begin{bmatrix}
1000\sin(0.01t) \\
800\sin(0.01t + 0.001) \\
600\sin(0.01t + 0.003)
\end{bmatrix}
\]  

(5.27)

The ship is driven with the same input as in Case 1. The response curves of the three disturbance estimation errors under different observer parameters are shown in Figure 5.2. The design matrix \( K_w \) is selected to be \( K_w = \text{diag}(0.5, 0.5, 0.5) \), \( K_w = \text{diag}(5, 5, 5) \), and \( K_w = \text{diag}(20, 20, 20) \) which, according to (5.17), imply that the eigenvalues of observer error dynamics are 0.0, 4.5 and 19.5. Furthermore, in order to quantitatively evaluate the effect of the design matrix \( K_w \) on the estimated error, the integral of the absolute estimation error is given in Table 5.1.

It can be observed from Figure 5.2 that a smaller bounds of the estimation error is obtained if the eigenvalues \( K_w \) of observer error dynamics are placed farther away from the imaginary axis which leads also to small absolute integral error as seen in Table 5.1.

5.5.3 Case 3: Discretization Effect

In this subsection we evaluate the performance of the discretized version the NDO. The NDO (5.9) is discretized using a fixed step 4th order implicit Runge–Kutta method. Implicit methods are usually desirable for stiff equations because their region of absolute stability is bigger than the explicit methods.

We select the disturbance to be piecewise periodic signal of a period of 300 sec as in (5.25) and the ship is driven by a piecewise periodic input of a period 200 sec as in (5.26). The sampling interval is selected to be \( T_s = 1\text{sec} \) and four different
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Figure 5.4: Simulation results of the robust NDO proposed in Propostion 5.2
5.5. Case Study: Vessels Disturbance

Table 5.2: Discrete NDO performance index

| \( K_w \) | \( \sum_{n=0}^{500} |b_1(nT_s)| dt \) | \( \sum_{n=0}^{500} |b_2(nT_s)| dt \) | \( \sum_{n=0}^{500} |b_3(nT_s)| dt \) |
|---|---|---|---|
| \[ \begin{bmatrix} 0.1 & 0 & 0 \\ 0 & 0.1 & 0 \\ 0 & 0 & 0.1 \end{bmatrix} \] | 56660.034 | 57895.267 | 50657.790 |
| \[ \begin{bmatrix} 0.5 & 0 & 0 \\ 0 & 0.5 & 0 \\ 0 & 0 & 0.5 \end{bmatrix} \] | 13781.75 | 13258.802 | 11570.860 |
| \[ \begin{bmatrix} 1.0 & 0 & 0 \\ 0 & 1.0 & 0 \\ 0 & 0 & 1.0 \end{bmatrix} \] | 9141.557 | 8022.609 | 6720.0 |
| \[ \begin{bmatrix} 2.0 & 0 & 0 \\ 0 & 2.0 & 0 \\ 0 & 0 & 2.0 \end{bmatrix} \] | 1.5577.836 | 11857.983 | 5250.0 |

values of \( K_w \) are evaluated as depicted in Figure 5.5. The sum of the absolute error over the simulation period is shown in Table 5.2.

It is clear from Table 5.2 that increasing the gain \( K_w \) leads to a better performance, in terms of lower integral error, until \( K_w = diag(2,2,2) \) when oscillations start to occur. Increasing the gain more than \( K_w = diag(2,2,2) \), the observer dynamics become unstable.
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Figure 5.5: Simulation results of the discrete version of NDO proposed in Propostion 5.2
6.1 Introduction

In order to design a ship motion controller, the control objective must be well defined according to the required motion specification. In this context, there are three important control objectives which are studied in the literature [11]:

- **Setpoint Regulation**: It is a special control objective where the setpoint is constant. Its application in the maritime domain could be dynamic positioning (DP) where the objective is to steer the vessel slowly to the desired position and heading and then maintain them by counteracting environmental forces.

- **Path-Following Control**: The objective of this controller is to steer the vessel to follow a reference path independent of time, i.e. no temporal constraint. Moreover, no restrictions are placed on the temporal propagation along the path. This is typical for ships in transit between continents. The mathematical problem formulation is to design a feedback controller that bounds the position/orientation $\eta(t)$ of the vessel to remain close to a reference
position \( \eta_r(\alpha) \) which is parametrized by \( \alpha \in \mathbb{R} \), i.e. \( \| \eta(t) - \eta_r(\alpha(t)) \| \) converges to a neighborhood of the origin that can be made arbitrarily small. It is required that \( \eta_r \) is sufficiently smooth with respect to \( \alpha \) and its derivatives (with respect to \( \alpha \)) is bounded[107].

- **Trajectory-Tracking Control**: Here, the control objective is to steer the ship position and velocity to track a time varying reference that is usually generated by a reference model, a vessel dynamic model, or an optimization technique. In this case, the time propagation is taking into consideration which is necessary in near collision situations. The mathematical problem formulation is to design a feedback controller that bounds the states of the vessel or a function of them \( h(x(t)) \) to remain close to a reference \( h(x_r(t)) \), i.e. \( \| h(x(t)) - h(x_r(t)) \| \) converges to a neighborhood of the origin that can be made arbitrarily small.

From the controllability point of view, the vessels can be classified into two types which are necessary to distinguish before designing a controller. To specify them, the configuration space need to be specified:

**Definition 6.1 (Configuration Space).** The n-dimensional configuration space is the space of possible positions and orientations that a vessel may attain.

It is usually described by an n-dimensional vector of generalized coordinates, that is the least number of coordinates needed to uniquely specify the state of the system. For ships, the configuration space is represented by the generalized positions and velocities, \( \eta \in \mathbb{R}^6 \) and \( v \in \mathbb{R}^6 \), and has a dimension \( \dim(\eta) = 6 \).

Underactuation and full actuation can be defined with respect to the configuration space in the sense of having number of independent actuators less than and equal to the configuration space, respectively. This can lead to a misconception when it comes to control systems. Suppose that the control objective is to control the horizontal motion of the ship in the 3-DOF (surge, sway and yaw), if the ship
has 3 independent actuators in these 3 direction, the ship will be classified as an underactuated ship as it has a configuration space dimension of \( \dim(\eta) = 6 \), although the desired control objective can be achieved with these three forces and moments. This suggest to classify underactuated and full actuated ship with respect to the workspace of the craft and not the configuration space while designing a motion control system.

**Definition 6.2 (Workspace).** The workspace is a reduced space of dimension \( m < n \) in which the control objective is defined.

According to that, full actuated and underactuated controlled ship will be defined as:

**Definition 6.3 (Fully actuated vessel).** Fully actuated vessel is a vessel that is equipped with number of independent actuators equal to the dimension of the workspace, i.e. it could produce independent forces and moments in all the directions of the degrees of freedom under control.

**Definition 6.4 (Underactuated vessel).** Underactuated vessel is a vessel that is equipped with a number of independent actuators less than the dimension of the workspace, i.e. it could not produce independent forces and moments in all the directions of the degrees of freedom under control.

Based on these definitions, a vessel with a horizontal motion objective is full actuated when it has actuators that produce independent forces in the surge, sway and yaw directions, and is underactuated when it does not have. Most of the ships are equipped with two independent aft thrusters or with one main aft thruster and a rudder and therefore underactuated. In the first case, the sway force is zero while the sway force and the yaw moment are dependent in the second case. It is easier to control a fully actuated vessel while Underactuation adds control restrictions and decreases the controllability of the ship. Unfortunately, most ships are underactuated since they can not produce control forces and moments in all DOFs under control.
In the following sections, we utilize different NMPC formulations to solve the trajectory tracking problem of the simplified underactuated ship model provided in (3.41) and with the parameters given in Appendix A.

6.2 Nominal Trajectory Tracking

In this section, NMPC is used to solve the trajectory tracking problem for the nominal underactuated vessel (3.40), i.e. assuming no disturbance:

\[ \dot{x} = f(x) + gu \]  

(6.1)

A time-varying reference trajectory is generated by a virtual ship with the same dynamics as (3.41):

\[ \dot{x}^{ref} = f(x^{ref}) + gu^{ref} \]  

(6.2)

where \( x^{ref} = [\eta^{ref} \ \nu^{ref}]^T \) is the reference states vector, and \( u^{ref} \) is the reference control input vector. The same assumptions, as in [37], are adopted throughout this chapter:

**Assumption 6.1.** All ship state variables (position, orientation and velocities) are measurable or can be accurately estimated.

**Assumption 6.2.** The reference velocities and positions are smooth over time.

Hence, the NMPC control objective is to steer the vessel states \( x \) to follow the reference states \( x^{ref} \) while satisfying the following actuator constraints:

\[
\tau_{umin} \leq \tau_u \leq \tau_{umax}, \\
\tau_{rmin} \leq \tau_r \leq \tau_{rmax}.
\]  

(6.3)

where \( \tau_{umin} \) and \( \tau_{rmin} \) are the minimum surge force and yaw moment, respectively, and \( \tau_{umax} \) and \( \tau_{rmax} \) are the maximum surge force and yaw moment, respectively. The optimal control problem formulation for trajectory tracking will be similar to \( \text{OCP}^{fp}_{tp} \):
\[
\min_{u(t)} V_T(t, x_k, u(t)) = \int_{t_k}^{t_k + T_p} \ell(\tau, x(\tau), u(\tau))d\tau
\]
subject to:
\[
\dot{x}(t) = f(x, u) = f(x) + g u \quad \text{with} \quad x(t_k) = x_k
\]
\[
u(t) \in U, \forall t \in [t_k, t_k + T_p)
\]
where the stage cost function is selected to be:
\[
\ell(t, x(t), u(t)) = \|x(t) - x(t)\text{ref}\|_Q + \|u(t) - u(t)\text{ref}\|_R, \quad (6.4)
\]
the feasible control set \( U \) is defined by
\[
U = \{u \mid u_{\min} \leq u \leq u_{\max}, u \in \mathbb{R}^2, u_{\min} = \begin{bmatrix} \tau_{u\min} \\ \tau_{r\min} \end{bmatrix}, u_{\max} = \begin{bmatrix} \tau_{u\max} \\ \tau_{r\max} \end{bmatrix} \}. \quad (6.5)
\]

### 6.2.1 Simulation Results

To assess the performance of this algorithm, two simulation scenarios are presented using MATLAB with the aid of ACADO toolkit and \texttt{qpOASES} solver. These results have been obtained on 3.3 GHz core i5 CPU with 8 GB RAM. The NMPC parameters are given in Table 6.1.

**Table 6.1:** NMPC Parameters for Trajectory Tracking

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_p )</td>
<td>150.0 sec</td>
</tr>
<tr>
<td>( T_s )</td>
<td>5.0 sec</td>
</tr>
<tr>
<td>( N )</td>
<td>30</td>
</tr>
<tr>
<td>( Q )</td>
<td>diag(5, 5, 5, 0.2, 0.2, 0.2)</td>
</tr>
<tr>
<td>( R )</td>
<td>diag(0.001, 0.001)</td>
</tr>
</tbody>
</table>

**Scenario 1**

A straight line reference is generated by applying \( \tau_u^{\text{ref}}(t) = 120.0 \) kN and \( \tau_r^{\text{ref}}(t) = 0.0 \) N.m without excitation for the yaw velocity as \( \dot{r}^{\text{ref}}(t) = 0 \), and the reference initial conditions and the actual ship initial condition are given in Table 6.2:
Figure 6.1: NMPC simulation results of the states for scenario 1.
Table 6.2: Initial Conditions

<table>
<thead>
<tr>
<th>Reference Initial Condition</th>
<th>Value</th>
<th>Actual Initial Condition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x^{ref}$</td>
<td>0.0 m</td>
<td>$x$</td>
<td>−100.0 m</td>
</tr>
<tr>
<td>$y^{ref}$</td>
<td>0.0 m</td>
<td>$y$</td>
<td>−100.0 m</td>
</tr>
<tr>
<td>$\psi^{ref}$</td>
<td>(\frac{\pi}{4}) rad</td>
<td>$\psi$</td>
<td>0.0 rad</td>
</tr>
<tr>
<td>$u^{ref}$</td>
<td>5.0 m/sec</td>
<td>$u$</td>
<td>5.0 m/sec</td>
</tr>
<tr>
<td>$v^{ref}$</td>
<td>0.0 m/sec</td>
<td>$v$</td>
<td>0.0 m/sec</td>
</tr>
<tr>
<td>$r^{ref}$</td>
<td>0.0 rad/sec</td>
<td>$r$</td>
<td>0.0 rad/sec</td>
</tr>
</tbody>
</table>

Figure 6.2: NMPC simulation results of the control input for scenario 1.

The surge, sway, and yaw velocities are depicted in Figures 6.1e, 6.1f and 6.1d, respectively, while the positions and heading are depicted in Figures 6.1a, 6.1b and 6.1c. The tracked trajectory of the vessel is presented in Figure 6.3, and the surge force and yaw moments are demonstrated in Figure 6.2a and 6.2b. It is shown that the vessel can follow the straight line reference trajectory without the need to sway velocity ($v$) excitation, which can not be achieved in many backstepping techniques such as [108], while satisfying the control law bounds constraint as shown in Figure 6.2.
6.2. Nominal Trajectory Tracking

Scenario 2

To assess the performance of the proposed technique, a curved reference path is fed to the algorithm with reference initial condition and vessel initial condition as in Scenario 1 and with the same NMPC parameters.

The tracking trajectory of the vessel is presented in Figure 6.4, and the surge,
Figure 6.5: NMPC simulation results of the states for scenario 2.
sway and yaw velocities are depicted in Figures 6.5e, 6.5f and 6.5d, respectively. The positions and heading are shown in Figures 6.5e, 6.5f and 6.5d, respectively. The surge force and yaw moments are demonstrated in Figures 6.6a and 6.6b. The controller shows a great ability to follow curved paths while satisfying the maximum surge force and yaw moment.

As the vessel starts from an initial condition different from the reference in both scenarios, the surge speed reference is violated until the position error is around zero, which is achieved by increasing the position factors of the weighing matrix $Q$ over the velocity factors. The worst-case execution time of the generated code on the aforementioned computer are 1.4867 ms and 1.9896 ms for scenarios one and two, respectively, which are extremely small compared to our 10.0 seconds sampling interval and taking into consideration the selected long prediction and control horizon of 30 samples.

6.3 Disturbances Counteraction

The Nominal NMPC presented in Section 6.2 for solving the trajectory tracking problem of surface vessels does not take into account the external environmental
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disturbance $b(t)$ which is not measured in real-time and degrades the controller performance, and does not have an integral component (like traditional linear MPC) that can compensate the disturbances.

As discussed in Chapter 5, there are two main categories that could be used to handle the disturbance in the NMPC algorithm: Passive Anti-Disturbance Control (PADC) and Active Anti-Disturbance Control (AADC). Due to the advantages of AADC mentioned there, a disturbance observer in the Disturbance Observer Based Control (DOBC) framework will be used as presented in Section 5.2.

Knowing the disturbance value, it can be compensated by adding an appropriate canceling signal that has the disturbance magnitude but in the opposite sign or equivalently, in the case of MPC, including it in the prediction model. Putting it differently, the environmental disturbances of the ship are considered as a known input for the NMPC prediction model. The combined structure of NMPC with disturbance observer is demonstrated in Figure 6.7.

Based on that, the prediction model (6.1) will be replaced by:

$$
\dot{x} = f(x) + gu + g_b(x)\hat{b}
$$

(6.6)

where $\hat{b}$ is obtained from the nonlinear disturbance observer (5.5). The optimal control problem formulation for trajectory tracking will be similar to $\mathcal{OCP}_{T_p}$:

$$
\mathcal{OCP}_{T_p}^{f1} : \min_{u(\cdot)} V_{T_p}(t, x_{t_k}, u(\cdot)) = \int_{\tau = t_k}^{t_k + T_p} \ell(\tau, x(\tau), u(\tau))d\tau
$$

subject to:

$$
\dot{x}(t) = f(x, u, \hat{b}) = f(x) + gu + g_b(x)\hat{b} \text{ with } x(t_k) = x_{t_k}
$$

$$
u(t) \in U, \forall t \in [t_k, t_k + T_p]
$$

where the stage cost function and the feasible control set $U$ remain as (6.4) and (6.5), respectively. The NDO gain $l(x)$ and the design matrix $p(x)$ are designed according to (5.21) and (5.22), respectively.
6.3. Disturbances Counteraction

In the case of undereducated vessels, the controller can not reject the disturbance force component in the sway direction as there is no sway control force generated by the actuators of the vessel, even if the disturbance value is known.

Although the terms course and heading are used interchangeably in much of the literature on guidance, navigation and control of marine craft [11], they
are not equivalent and this leads to confusion. Here, they are going to be used differently, hence the following definitions, adopted from [11, 109], are required to avoid this confusion (see Figure6.8):

**Definition 6.5** (Velocity Vector). *It is the specification of the vessel’s speed $U = \sqrt{u^2 + v^2}$, and orientation $\beta = \tan^{-1}\left(\frac{v}{u}\right)$ with respect to the vessel’s body reference frame.*

**Definition 6.6** (Sideslip (Drift) Angle $\beta$). *The angle from $x_B$-axis to the velocity vector of the vessel, positive rotation about the $z_I$-axis by the right-hand screw convention.*

**Definition 6.7** (Heading (Yaw) Angle $\psi$). *The angle from $x_I$-axis to the $x_B$ axis, positive rotation about the $z_I$-axis by the right-hand screw convention.*

**Definition 6.8** (Course Angle $\chi$). *The angle from $x_I$-axis to the velocity vector of the vessel, positive rotation about the $z_I$-axis by the right-hand screw convention.*

By these definitions, it is clear that $\chi = \psi + \beta$, and in case of straight line motion, the sideslip angle $\beta$ will be zero and both heading and course angles will be equal except in case of external disturbance acting on the transverse direction. In this case, the sway velocity will not be zero, and hence heading and course angle are not equal, even for straight line motion.

In order to overcome the aforementioned limitation due to the absence of sway control force, the heading angle $\psi$ in the stage cost function (4.6) is going to be replaced with the course angle $\chi$, as the vessel will not be able to achieve zero tracking error for the heading angle in case of external disturbance in the sway direction. This will lead to a non-zero sideslip angle, even if the ship is moving in straight line, but will create a force component that rejects the sway disturbance occurred in the zero-sideslip angle case. Based on that, the control objective will be steering the vessel states to track the reference states, except for the heading angle
ψ, and the vessel course angle χ to track the reference course angle χ_{ref} where

\chi_{ref} = \psi_{ref} + \beta_{ref}. Therefore, the stage cost function will be modified to:

\bar{\ell}(t, x(t), u(t)) = \|\bar{x}(t) - \bar{x}_{ref}(t)\|_Q + \|u(t) - u_{ref}(t)\|_R \quad (6.7)

where \bar{x} = [x \ y \ \chi \ u \ \upsilon \ r]^T and \bar{x}_{ref}(t) = [x_{ref} \ y_{ref} \ \chi_{ref} \ u_{ref} \ \upsilon_{ref} \ r_{ref}]^T. This is motivated by the research done in [110] where sideslip angle is taken into account to cope with high wind and tide conditions and achieve higher tracking accuracy even for smaller ship speeds. The optimization problem \(\mathcal{OCP}_{t_{2}, T_{p}, t}\) will be modified to be:

The algorithm for integrating NDO into the NMPC to counteract external disturbances and add integrator action into the NMPC is as follows:
Algorithm 6.1 NMPC-NDO Algorithm for Trajectory Tracking

1: Set the time index $t = t_0$, the prediction horizon $T_p$, sampling interval $T_s$, weight matrices $Q$ and $R$, the observer convergence rate $K_w$, and the disturbance initial value $\hat{b}(t_0) = 0$.

2: Measure the values of the states $x(t_k)$ or estimate them.

3: Solve the discretized form of the optimization problem $OCP_{T_p,t}$ over the discrete time instants $T_d$ and get the optimal control sequence $[u(t_k) \cdots u(t_{k+N-1})]$ and the corresponding predicted states $[x(t_k) \cdots x(t_{k+N})]$.

4: Apply only the first control element $u(t_k)$.

5: Solve the NDO equations (5.5) to get the estimated value for the disturbance $\hat{b}(t + T_s)$, and assume that it is constant over the prediction horizon.

6: Wait for the next sample and set the time index $k = k + 1$, then go to step 2.

6.3.2 Simulation Results

To assess the performance of this algorithm, two simulation scenarios are presented using MATLAB with the aid of ACADO toolkit and qpOASES solver. These results have been obtained on 3.3 GHz core i5 CPU with 8 GB RAM. The NMPC-NDO parameters are presented in Table 6.3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_p$</td>
<td>200.0 sec</td>
</tr>
<tr>
<td>$T_s$</td>
<td>5.0 sec</td>
</tr>
<tr>
<td>$N$</td>
<td>40</td>
</tr>
<tr>
<td>$Q$</td>
<td>diag(5, 5, 5, 0.2, 0.2, 0.2)</td>
</tr>
<tr>
<td>$R$</td>
<td>diag(0.001, 0.001)</td>
</tr>
<tr>
<td>$K_w$</td>
<td>diag(0.1, 0.1, 0.1)</td>
</tr>
</tbody>
</table>
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Figure 6.9: NMPC-NDO simulation results of the states for scenario 1.
Scenario 1

In this scenario, the NMPC-NDO algorithm is evaluated for a straight line reference trajectory that is generated by applying $\tau_u^{ref}(t) = 120.0N$ and $\tau_r^{ref}(t) = 0.0N.m$ to the reference model. The reference and the actual ship initial conditions are given in Table 6.4. The vessel is subjected to a constant disturbance of...
\( b = [14kN - 10kN 5kN.m] \). The NMPC-NDO algorithm is compared to the NMPC without disturbance estimation.

<table>
<thead>
<tr>
<th>Reference Initial Condition</th>
<th>Value</th>
<th>Actual Initial Condition</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_r )</td>
<td>0.0 m</td>
<td>( x )</td>
<td>-100.0 m</td>
</tr>
<tr>
<td>( y_r )</td>
<td>0.0 m</td>
<td>( y )</td>
<td>-100.0 m</td>
</tr>
<tr>
<td>( \psi_r )</td>
<td>( \frac{\pi}{4} ) rad</td>
<td>( \psi )</td>
<td>0.0 rad</td>
</tr>
<tr>
<td>( u_r )</td>
<td>5.0 m/sec</td>
<td>( u )</td>
<td>5.0 m/sec</td>
</tr>
<tr>
<td>( v_r )</td>
<td>0.0 m/sec</td>
<td>( v )</td>
<td>0.0 m/sec</td>
</tr>
<tr>
<td>( r_r )</td>
<td>0.0 rad/sec</td>
<td>( r )</td>
<td>0.0 rad/sec</td>
</tr>
</tbody>
</table>

The surge, sway and yaw velocities and positions are depicted in Figure 6.9 for the NMPC and the NMPC-NDO schemes. The surge force and yaw moment are shown in Figure 6.12. It is shown in Figure 6.13 that NDO could estimate the actual disturbance applied to the vessel. It is clear from the vessel trajectory presented in Figure 6.10 that the vessel, governed by the the NMPC-NDO, can follow the straight line reference trajectory without the need to sway velocity (\( u \)) excitation, which can not be achieved in many backstepping techniques such as [108]. The NMPC scheme leads to a larger tracking error compared to the NMPC-NDO scheme.

It is clear in Figure 6.9c and 6.11 that the heading and course angles are not equal due to the transverse component of the environmental forces, and the controller can not lead to zero tracking error for the heading angle but almost zero for the course angle. In order to quantify the tracking performance, the integral of the tracking error performance index \( \int \| \mathbf{x}(t) - \mathbf{x}(t)^{ref} \| \) is used for both schemes. The integral tracking error for the NMPC-NDO is \( 7.35 \times 10^5 \), while the NMPC leads to \( 3.27 \times 10^6 \), which show how the integration of the NMPC and NDO leads to a better tracking performance.
Scenario 2

In this scenario, the NMPC-NDO algorithm is evaluated for a circular reference trajectory that is generated by applying $\tau_u(t) = 120.0kN$ and $\tau_r(t) = 10.0kN.m$ to the reference model. The reference initial conditions and the actual ship initial condition are given in Table 6.4. A constant disturbance $b = [14kN - 10kN 5kN.m]$ is applied to the vessel.

The velocity and position states of the vessel are depicted in Figure 6.15 for the NMPC and the NMPC-NDO schemes. The input force and moment are shown in Figure 6.17. It is clear from the vessel trajectory presented in Figure 6.14 that the vessel, governed by the the NMPC-NDO, can follow the circular trajectory with smaller tracking error compared to the NMPC scheme.

The integral of the tracking error performance index $\int \| x(t) - x(t)_{ref} \| dt$ for the NMPC-NDO is $8.91 \times 10^5$, while the NMPC leads to an error of $2.7 \times 10^6$, which shows how the integration of the NMPC and NDO leads to a better tracking performance for the circular reference trajectory.
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Figure 6.13: NMPC-NDO simulation results of the disturbance estimation $\hat{b}$ for scenario 1.
Figure 6.14: NMPC-NDO simulation results of the trajectory for scenario 2.
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Figure 6.15: NMPC-NDO simulation results of the states for scenario 2.
Figure 6.16: NMPC-NDO simulation results of the course angle for scenario 2.

Figure 6.17: NMPC-NDO simulation results of the control input for scenario 2.
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Last-line of Defense Collision Avoidance of Surface Vessels

7.1 Introduction

Recently, collision avoidance systems have become essential from the viewpoint of maneuvering ships safely in crowded or crossing areas due to the increasing number of collision accidents[111]. In the maritime industry, ship collisions have always been a concern to the public because of their resulting loss of human life, assets and/or damage to the environment. Collisions between ships happen due to different reasons, often as a consequence of human error, as it was established in the past through thorough investigations, unfortunately often in the aftermath of severe disasters [112].

A collision avoidance system is a safety system designed to prevent or reduce the severity of a collision among ships and obstacles. In case of a collision risk, the collision avoidance system sends alerts to the navigators suggesting necessary actions or (in case of autonomous vessels) overrides the ship controller and sends necessary signals to the ship actuators. It is composed of two main components: obstacles
detection (not addressed in this thesis) and optimum collision-free trajectory finder which is the main focus of this chapter.

Collision avoidance is handled usually as a trajectory planning problem that generates the optimum collision-free trajectory. This trajectory is used as a reference to the trajectory tracking controller of the ship which generates the necessary forces and moments to track the reference trajectory. In this chapter, the collision avoidance problem is handled differently by integrating both the trajectory tracking and collision avoidance into one scheme. The main advantage of this scheme is the ability to include the ship dynamics in the collision avoidance design which qualify it to be a last-line of defense.

7.1.1 Ship Domain

The ship domain is defined by the two-dimensional area surrounding a ship that should be free from other ships or obstacles[113]. There are wide variations of ship domain models and new ones are being continuously proposed, either based on theoretical analyses or real data [114]. They are used in marine traffic engineering, e.g. for determining the capacity of traffic lanes and assessing collision risk [115, 116], as well as in collision avoidance for determining safe manoeuvres [117]. The shape and size of a ship domain are usually dependent on ship’s length and speed [118] though parameters of other ships may also be taken into account [115]. Ship domains are often given explicitly as geometrical figures but, especially in case of restricted waters, they may also be given as functions proposed on the basis of safety parameters defined in the ECDIS [119]. The differences between different shapes are sometimes very subtle[118], but those small differences actually lead to different navigational decisions (collision avoidance manoeuvres).

Various ship domains have been presented by many researchers who have taken into account different shapes and sizes. The determination of ship domains strongly depends on the statistical data and operators experiences. The circular ship domain
is one of the common and simple shapes with its center located at the center of the ship and its radius determined according to the ship length. Another circular ship domain is proposed by [120] where the circle is divided into three sectors:

- **Sector 1, starboard sector:** $0.0^\circ < \theta < 112.5^\circ$
- **Sector 2, astern sector:** $112.5^\circ < \theta < 247.5^\circ$
- **Sector 3, port sector:** $247.5^\circ < \theta < 360^\circ$

which is smoothed in [121] to be one circle whose area is the sum of the three sectors and the center of the ship is located at lower left quarter of the smoothed circle in order to retain the same characteristics.

Elliptic ship domain is another famous design which is widely used and was firstly introduced in [122]. It is an elliptic disk whose center is the position of the ship center, major semi-axis is along the fore-aft of the ship, and minor semi-axis is along the port-starboard of the ship. This shape is better in representing the ship geometry and is very suitable for ships in narrow channel. The two radii of the ellipse are determined according to many empirical rules which, sometimes, take into consideration the collision situation. In some cases, the ship position is shifted with respect to the ellipse center (e.g. move it backward to make the aft area bigger specially in head-on situation). Some famous ship domains are presented in Figure 7.1. The information needed for safe navigation is currently obtained by combining radar data with information obtained visually. However, misjudgments accompanying visual observations comprise a major cause of ship collisions.

In this thesis, neither the effect of the ship domain geometry nor the dimension on the collision avoidance system are investigated, rather the main focus on designing a collision avoidance system that respect the ship domain geometry given its geometry and dimension. The circular and elliptical ship domains are used at the following section whose centers coincide with the center of the ship. Shifting the ship center w.r.t the center of the circle or the ellipse could be achieved easily by shifting the position data used as an input for the collision avoidance algorithm.
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(a) Circular ship domain

(b) Smoothed circular ship domain

(c) Elliptical ship domain

Figure 7.1: Different famous ship domains[123].

7.1.2 Navigation Information System

In addition to the GPS, IMU and Log devices that are fused together to give full states measurement of the ship, other devices must be onboard of the ship in order to give information about the encountered vessels.

The radar is the main device used for automatic collision avoidance. Currently, it is used with an Automatic Radar Plotting Aid (ARPA) that converts radar contact into objects’ tracks. The system can calculate the tracked objects’ course,
speed and Closest Point of Approach (CPA), thereby knowing if there is a danger of collision with other ships or landmasses. ARPA-enabled radars are now available even for small yachts.

All ships over 300 gross tons and passenger ships must have an Automatic Identification System (AIS). AIS is an automatic tracking system that supports the marine radar, which continues to be the primary method of collision avoidance. The ships that have AIS transceivers broadcast their information through a VHF radio frequency link so that they can be tracked by other vessels. The AIS transponders on each vessel broadcast three types of information: Static Information, such as the call sign and name of vessel, IMO Number, type of ship, length and beam, and location of position-fixing antenna; Dynamic Information, automatically updated from connected ship sensors, such as the ship’s position, course over ground, speed over ground and navigational status, for example, at anchor, underway by engines or engaged in fishing; and finally, Voyage Information, manually entered by the crew, such as ship’s draught, destination and ETA and the nature of any hazardous cargo.

In order for the collision avoidance system to function properly, a prediction of the encountered vessels motion is required. Some researchers focus mainly on the prediction problem using extended Kalman filter\cite{124}, neural networks and time series as in \cite{125}, and other artificial intelligence techniques.

In this thesis, the motion prediction of encountered vessels is predicted using the Constant Velocity (CV) model presented in \cite{126}. In this model, the vessel is assumed to move in straight line with constant velocity. The direction of motion is used as the course angle of the vessel. Suppose that there exists $N_o$ encountered
ships or obstacles. The CV states prediction of the $i^{th}$ ship of obstacle $\hat{x}_o^i$ is given by:

$$\hat{x}_o^i(t) = \begin{bmatrix} x_o^i(t_k) + \dot{x}_o^i \cdot \Delta t \\ y_o^i(t_k) + \dot{y}_o^i \cdot \Delta t \\ \arctan \left( \frac{\dot{y}_o^i}{\dot{x}_o^i} \right) \\ \dot{x}_o^i(t_k) \\ \dot{y}_o^i(t_k) \\ 0 \end{bmatrix}, \quad t \geq t_k$$

(7.1)

where $x_o^i(t_k)$ and $y_o^i(t_k)$ are the current position of the encountered vessel, $t_k$ is the current time slot, and $\Delta t = t_{k+1} - t_k$.

### 7.2 NMPC for Collision Avoidance

In this section, the collision avoidance problem formulation is presented as an NMPC controller. The NMPC objective function of minimizing the tracking error and the control constraint for physical limitation will be the same, and the state constraints set $X$ is used for the operational constraints, i.e. collision avoidance. For static obstacles avoidance, the state constraints $X$ will be fixed during the dynamic optimization problem, but in case of collision avoidance with moving objects (i.e. ships), the state constraint will be time varying over the prediction horizon (i.e $X(t)$).

The NMPC formulation as a dynamic optimization problem satisfies the solution optimality requirements $R1$ and that leads to a minimum deviation from the planned trajectory, while the differential equation equality constraint satisfies the dynamic collision avoidance requirement $R4$. The time varying state constraints makes the encountered vessel prediction component independent from the collision avoidance component which satisfies the flexibility requirement $R5$. Including the NDO in the prediction model of the NMPC satisfies the disturbance counteraction requirement $R2$ and leads to less tracking error.
In the following, the formulation of the state constraints to achieve a separation condition among the controlled prediction of the ship domain of the own ship and the uncontrolled prediction of the ship domain of the encountered ships is presented.

### 7.2.1 Circular Ship Domain

In this subsection, the ships are assumed to have a circular ship domain. Therefore, the collision avoidance constraint, between the own vessel and the $i^{th}$ encountered ship, is formulated as:

$$D_i^o(t) := \sqrt{(x(t) - x_i^o(t))^2 + (y(t) - y_i^o(t))^2} \geq R_i$$  \hspace{1cm} (7.2)$$

where $x(t)$ and $y(t)$ are the prediction of the position for own vessel over the prediction horizon, $\hat{x}_i^o(t)$ and $\hat{y}_i^o(t)$ are the prediction of the position for the $i^{th}$ ship or obstacle, $R_i$ is the safety radius measured from the center of own ship to the center of the ship or the obstacle, $i \in \{1, 2, \cdots, N_o\}$, and $N_o$ is the number of obstacles that are fed to the algorithm. The safety radius is selected according to the own ship and obstacles dimensions as follows:

$$R_i = R_{io}^i + D_i^s + \frac{L}{2}$$  \hspace{1cm} (7.3)$$

where $R_{io}^i$ is the radius of the circular envelop for the $i^{th}$ obstacle, $L$ is the length of our vessel, and $D_i^s$ is the safety distance required between the vessel and the $i^{th}$ obstacle. If the obstacle is a ship, the radius of its circular envelope will be selected to be half of its length. This is illustrated for a prediction horizon $N = 2$ in Figure 7.2.

Define the position states vector $x_p \in \mathbb{R}^2$ to be $x_p := Sx$, where $S = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \end{bmatrix} \in \mathbb{R}^2 \times \mathbb{R}^6$, and the estimated position vector of center of the $i^{th}$ ship or obstacle is $\hat{x}_{io}^i = [\hat{x}_i^o \ \hat{y}_i^o]^T \in \mathbb{R}^2$. The state constraint set $X(t)$ is defined as:

$$X(t) := \bigcap_{i=1}^{N_o} X_i^o(t)$$  \hspace{1cm} (7.4)$$
where $X^i(t)$ defines the state constraint set between the own ship and each obstacle or encountered ship as follows:

$$X^i(t) := \{ x_p \in \mathbb{R}^2 \mid \| x_p - \hat{x}^i_{po} \| \geq R^i \}.$$ (7.5)

Therefore, the dynamic optimization problem for collision avoidance with circular ship domain is formulated as follows:

$$\min_{u(\cdot)} V_{T_p}(t, x_{t_k}, u(\cdot)) = \int_{t=k}^{t_{k}+T_p} \ell(\tau, x(\tau), u(\tau))d\tau$$

subject to:

$$\dot{x}(t) = f(x, u, \hat{b}) = f(x) + gu + g_b(x)\hat{b} \text{ with } x(t_k) = x_{t_k}$$

$$u(t) \in U,$$

$$x(t) \in X(t) = \bigcap_{i=1}^{N_o} X^i(t) \forall t \in [t_k, t_k + T_p).$$
7.2.2 Elliptical Ship Domain

The circular ships domain are suitable for ships in open seas, but when it comes to narrow channels, it will not be preferable due to the skinny design of the ship, i.e. its width is much shorter than its length. One of the ship domains that suits better narrow channels is the elliptical one which will be used for collision avoidance throughout this subsection.

Similar to the circular ship domain formulation, the collision avoidance for elliptical ship domain is formulated as a separation condition between elliptic disks. This condition is then reformulated to suit the NMPC dynamic optimization problem.

The elliptic disk ship domain is depicted in Figure 7.3 and is parameterized by its position \((x, y)\), orientation or heading angle \(\psi\), semi-major radius \(a\), and semi-minor radius \(b\). The elliptic disk is the closed type of conic section results from the intersection of a cone by a plane, and is expressed in the plane with respect to an inertial frame as:

\[
\bar{\mathfrak{a}} = \{(x_c, y_c) \mid Ax_c^2 - 2Bx_cy_c + Cy_c^2 + (2By - 2Ax)x_c + (2Bx - 2Cy)y_c + (Ax^2 - 2Bx y + Cy^2 - 1) \leq 0\} \quad (7.6)
\]
where $A = (\frac{\cos(\psi)^2}{a^2} + \frac{\sin(\psi)^2}{b^2})$, $B = \frac{\sin(2\psi)}{2} \left( \frac{1}{a^2} - \frac{1}{b^2} \right)$ and $C = (\frac{\sin(\psi)^2}{a^2} + \frac{\cos(\psi)^2}{b^2})$.

The elliptic disk can be represented by a $3 \times 3$ matrix $\mathcal{A} = [a_{ij}]$ as:

$$\mathcal{A} \equiv \{ X \mid X^T \mathcal{A} X \leq 0 \}$$  \hspace{1cm} (7.7)

where $X = [x_c \ y_c \ 1]^T$ is the 3-D column vector containing the homogeneous coordinates and

$$\mathcal{A} = \begin{bmatrix} A & -B & B y - A x \\ -B & C & B x - C y \\ B y - A x & B x - C y & A x^2 - 2 B x y + C y^2 - 1 \end{bmatrix}. \hspace{1cm} (7.8)$$

By elementary math, the matrix $\mathcal{A}$ satisfies the condition that $\det(\mathcal{A}) < 0$.

Suppose that our vessel, represented by the moving elliptic disk $\bar{\mathcal{A}}(t)$, encounters $N_o$ other vessels indexed by the superscript $[i]$ and represented by the moving elliptic disks $\bar{\mathcal{B}}^{[i]}(t)$, then the motion of our vessel is collision-free if every pair of elliptic disks $\{\bar{\mathcal{A}}(t), \bar{\mathcal{B}}^{[i]}(t)\}$ is separate for all $t \in [t_k, t_{k+N}]$. Otherwise, one of these pairs collides, i.e. $\bar{\mathcal{A}}(t)$ and $\bar{\mathcal{B}}^{[i]}(t)$ are touching or overlapping for some $t \in [t_k, t_{k+N}]$. The characteristic polynomial between every pair $\{\bar{\mathcal{A}}(t), \bar{\mathcal{B}}^{[i]}(t)\}$ is

$$\mathcal{P}^{[i]}(\lambda, t) = \det(\lambda \mathcal{A}(t) - \bar{\mathcal{B}}^{[i]}(t))$$  \hspace{1cm} (7.9)

and can be expanded as

$$\mathcal{P}^{[i]}(\lambda, t) = C_3^{[i]}(t)\lambda^3 + C_2^{[i]}(t)\lambda^2 + C_1^{[i]}(t)\lambda + C_0^{[i]}(t) = 0,$$  \hspace{1cm} (7.10)

where:

$$C_3^{[i]}(t) = a_{11}M^{[i]}_{11} - a_{12}M^{[i]}_{21} + a_{13}M^{[i]}_{31},$$

$$C_2^{[i]}(t) = a_{11}M^{[i]}_{12} - a_{12}M^{[i]}_{22} + a_{13}M^{[i]}_{32} - b^{[i]}_{11}M^{[i]}_{11} + \delta^{[i]}_{12}M^{[i]}_{21} - \delta^{[i]}_{13}M^{[i]}_{31},$$

$$C_1^{[i]}(t) = a_{11}M^{[i]}_{13} - a_{12}M^{[i]}_{23} + a_{13}M^{[i]}_{33} - b^{[i]}_{11}M^{[i]}_{12} + \delta^{[i]}_{12}M^{[i]}_{22} - \delta^{[i]}_{13}M^{[i]}_{32},$$

$$C_0^{[i]}(t) = -b^{[i]}_{11}M^{[i]}_{13} + \delta^{[i]}_{12}M^{[i]}_{23} - \delta^{[i]}_{13}M^{[i]}_{33},$$
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\[ M^{[i]}_{11} = a_{22}a_{33} - a_{23}a_{32}, \]
\[ M^{[i]}_{12} = a_{32}b^{[i]}_{23} + b^{[i]}_{32}a_{23} - b^{[i]}_{22}a_{33} - a_{22}b^{[i]}_{33}, \]
\[ M^{[i]}_{13} = b^{[i]}_{22}b^{[i]}_{33} - b^{[i]}_{23}b^{[i]}_{32}, \]
\[ M^{[i]}_{21} = a_{21}a_{33} - a_{23}a_{31}, \]
\[ M^{[i]}_{22} = a_{31}b^{[i]}_{23} + b^{[i]}_{31}a_{23} - a_{21}b^{[i]}_{33} - b^{[i]}_{21}a_{33}, \]
\[ M^{[i]}_{23} = b^{[i]}_{21}b^{[i]}_{33} - b^{[i]}_{23}b^{[i]}_{31}, \]
\[ M^{[i]}_{31} = a_{21}a_{32} - a_{22}a_{31}, \]
\[ M^{[i]}_{32} = a_{31}b^{[i]}_{22} + b^{[i]}_{31}a_{22} - a_{21}b^{[i]}_{21} - b^{[i]}_{32}a_{21}, \]
\[ M^{[i]}_{33} = b^{[i]}_{21}b^{[i]}_{32} - b^{[i]}_{22}b^{[i]}_{31}. \]

The discriminant of \( P^{[i]}(\lambda, t) \) with respect to \( \lambda \), as a function of \( t \), is

\[
\Delta^{[i]}(t) = 18C^3_3C^3_2C^3_1C^3_0 - 4C^3_2C^3_0 + C^2_2C^3_1^2 - 4C^3_3C^3_1^3 - 27C^2_3C^3_0^2
\]

(7.11)

**Proposition 7.1.** Consider a pair of moving elliptic disks \( \{A(t), B^{[i]}(t)\} \) in the Euclidean plane \( E^2 \) represented by the matrices \( A \) and \( B^{[i]}(t) \), respectively. Let

\[ P^{[i]}(\lambda, t) = C^3_3(\lambda)^3 + C^2_2(t)(\lambda)^2 + C^1_1(t)\lambda + C^0_0(t) \]

be their characteristic polynomial and \( \Delta^{[i]}(t) \) denotes the discriminant of \( P^{[i]}(\lambda, t) \) with respect to \( \lambda \). Suppose that every pair \( \{A(T_0), B^{[i]}(T_0)\} \) is separate, then the motions of them are collision-free for all \( t \in [T_k, T_{k+N}] \) if

1. \( C^3_2(t) < 0 \)
2. \( \Delta^{[i]}(t) > 0, \forall t \in [T_k, T_{k+N}] \).

**Proof.** we will show that the conditions \( C^3_2(t) < 0 \) and \( \Delta^{[i]}(t) > 0 \) are sufficient for the condition in Theorem B.1 to be satisfied.

First, we provide the condition for \( P^{[i]}(\lambda, t) = 0 \) to be real. From Theorem B.2, the third order characteristic polynomial has three real roots, if the discriminant \( \Delta^{[i]}(t) > 0 \) for all \( t \in [T_k, T_{k+N}] \).
Second, we develop a condition for negative roots. From the elliptic disk matrix properties, it is simple to show that \( C_3^{[i]} = \det(\mathcal{A}) < 0 \) and \( C_0^{[i]} = -\det(\mathcal{B}^{[i]}) > 0 \). By constructing the following Routh-Hurwitz table for \( P^{[i]}(\lambda, t) \)

\[
\begin{array}{c|cc}
\lambda^3 & C_3^{[i]} & C_1^{[i]} \\
\lambda^2 & C_2^{[i]} & C_0^{[i]} \\
\lambda & \frac{C_2^{[i]}C_1^{[i]}-C_3^{[i]}C_0^{[i]}}{C_2^{[i]}} \\
\lambda^0 & \frac{C_4^{[i]}}{C_3^{[i]}} \\
\end{array}
\]

if we constrain \( C_2^{[i]}(t) \) to be less than zero, we have only one sign change for the first column elements of Routh table regardless of the undetermined sign of the third element \( \frac{C_2^{[i]}C_1^{[i]}-C_3^{[i]}C_0^{[i]}}{C_2^{[i]}} \). That results in at least two negative roots.

This formulation satisfies the proper ship domain requirement \( \mathbf{R3} \) as the minor radius \( b \) can be chosen to suit either open seas by increasing it or narrow channels by decreasing it. The state constraint set \( \mathcal{X}(t) \) of the NMPC is defined as:

\[
\mathcal{X}(t) := \bigcap_{i=1}^{N_o} \mathcal{X}^i(t)
\]  

(7.12)

where \( \mathcal{X}^i(t) \) defines the state constraint set between the own ship and each obstacle or encountered ship.

\[
\mathcal{X}^i(t) := \{ x \in \mathbb{R}^6 \mid C_2^{[i]}(t) < 0 \land \Delta^{[i]}(t) > 0 \}.
\]  

(7.13)

Therefore, the dynamic optimization problem for collision avoidance with elliptical ship domain is formulated as follows:

\[
\min_{u(\cdot)} V_{T_p}(t, x_{t_k}, u(\cdot)) = \int_{\tau = t_k}^{t_k + T_p} \bar{\ell}(\tau, x(\tau), u(\tau)) d\tau \\
\text{subject to:} \\
\dot{x}(t) = f(x, u, \hat{b}) = f(x) + gu + g_b(x)\hat{b} \quad \text{with} \quad x(t_k) = x_{t_k} \\
u(t) \in \mathcal{U}. \\
x(t) \in \mathcal{X}(t) = \bigcap_{i=1}^{N_o} \mathcal{X}^i(t) \forall t \in [t_k, t_{k+N})
\]
7.2.3 COLREGs Compliance

The maneuvering, occurred due to the optimal solution of the NMPC-NDO problem with the collision avoidance constraint (7.2) for circular ship domains or (7.13) for elliptical ship domains, might be random in the sense of maneuvering direction and not necessarily compliant to the International Regulations for Preventing Collisions at Sea (COLREGs) [12] that set rules for the actions a vessel should follow when encountering other vessels at sea. We will focus on the three typical situations; head-on, overtaking and crossing, which are described in rules number 13, 14 and 15 of section II of COLREGs in order to satisfy the action to avoid collision requirement $R_6$.

In a head-on situation between two vessels, both vessels must turn to the starboard side so that they pass on the port side of each other. In an overtaking situation, the overtaking vessel can turn to either starboard or port side according to the situation, and starboard is chosen for our algorithm. When two vessels are crossing each other, the vessel which has the other on the starboard side must give way and avoid crossing ahead of her. We here conclude that the vessel should prioritize its maneuvering to the starboard side. To integrate COLREGs into our NMPC approach, we impose another nonlinear state constraint into the NMPC dynamic optimization problem that forces the encounter vessel to be on the left side of the straight line generated by our vessel’s position $(x(t_k), y(t_k))$ and heading angle $\psi(t_k)$. It takes the form:

$$\sin(\psi)(x(t) - \hat{x}_o(t)) - \cos(\psi(t))(y(t) - \hat{y}_o(t)) \geq 0 \quad (7.14)$$

This constraint can not be added as a hard constraint to the optimization problem as it is quite often to be infeasible over the prediction horizon. As discussed in Section 1.3 the COLREGs constraints are not hard, and the stand-on and the give-way vessels shall do any necessary action to avoid the collision. Therefore,
the COLREGs compliance constraint (7.14) is softened using slack variables. The softened constraint of (7.14) becomes:

$$\sin(\psi)(x(t) - \hat{x}_i(t)) - \cos(\psi(t))(y(t) - \hat{y}_i(t)) + slk^i \geq 0$$  \hspace{1cm} (7.15)

where $slk^i$ is a positive slack variable which is handled as a control input in the optimization problem. Therefore, an extra control constraint is added for the slack variables as follows:

$$slk := [slk^1 slk^2 \cdots slk^{N_o}]^T \geq 0$$  \hspace{1cm} (7.16)

The state constraint for the circular ship domain becomes:

$$\mathbb{X}(t) := \bigcap_{i=1}^{N_o} \mathbb{X}^i(t) = \{x_p \in \mathbb{R}^2 \mid \|x_p - \hat{x}_i^o\|^2 \geq R^i \wedge (7.15)\}, \hspace{1cm} (7.17)$$

and for the elliptical ship domain becomes:

$$\mathbb{X}(t) := \bigcap_{i=1}^{N_o} \mathbb{X}^i(t) = \{x_p \in \mathbb{R}^6 \mid C^{[i]}_2(t) < 0 \wedge \Delta^{[i]}(t) > 0 \wedge (7.15)\}. \hspace{1cm} (7.18)$$

The stage cost function (6.7) is modified to account for the slack variables as follows:

$$\tilde{\ell}(t, x(t), u(t), slk(t)) = \|\bar{x}(t) - \bar{x}_r(t)\|_Q + \|u(t) - u_r(t)\|_R + \|slk\|_S$$  \hspace{1cm} (7.19)

The COLREGs collision avoidance constraints (7.17) or (7.18) can only be imposed when there is risk of collision for the vessel that must do the maneuvering according to the situation. Hence, the rule-based decision support system presented in [127] is adapted to identify the collision risk and detect which vessel will stand on its course and which one must do the maneuvering (give-away). The rule-based system is checked over the whole prediction horizon $T_p$. In case of circular ship domain, the decision support system is as follows:

- The USV is in overtaking situation if:
  $$- \|x_p - \hat{x}_i^o\| \leq R^i \wedge |\psi(t) - \psi_i^o(t)| \leq \frac{\pi}{4}$$

- The USV is in head-on situation if:
  $$- \|x_p - \hat{x}_i^o\| \leq R^i \wedge |\psi(t) - \psi_i^o(t) + \pi| \leq \frac{\pi}{4}$$
• The USV is in crossing from the right situation if:

\[- \| \bar{x}_p - \hat{x}_{po} \| \leq R^i \land \frac{\pi}{4} \leq \psi^i_o(t) - \psi(t) \leq \frac{3\pi}{4} \]

• The USV is in crossing from the left situation if:

\[- \| \bar{x}_p - \hat{x}_{po} \| \leq R^i \land \frac{5\pi}{4} \leq \psi^i_o(t) - \psi(t) \leq \frac{7\pi}{4} \]

In case of elliptical ship domain, the decision support system is as follows:

• The USV is in overtaking situation if:

\[- C^{[i]}_2(t) < 0 \land \Delta^{[i]}(t) > 0 \land |\psi(t) - \psi^i_o(t)| \leq \frac{\pi}{4} \]

• The USV is in head-on situation if:

\[- C^{[i]}_2(t) < 0 \land \Delta^{[i]}(t) > 0 \land |\psi(t) - \psi^i_o(t) + \pi| \leq \frac{\pi}{4} \]

• The USV is in crossing from the right situation if:

\[- C^{[i]}_2(t) < 0 \land \Delta^{[i]}(t) > 0 \land \frac{\pi}{4} \leq \psi^i_o(t) - \psi(t) \leq \frac{3\pi}{4} \]

• The USV is in crossing from the left situation if:

\[- C^{[i]}_2(t) < 0 \land \Delta^{[i]}(t) > 0 \land \frac{5\pi}{4} \leq \psi^i_o(t) - \psi(t) \leq \frac{7\pi}{4} \]

The algorithm of the NDO-NMPC collision avoidance scheme with circular ship domain and COLREGs compliance is:
Algorithm 7.1 NMPC-NDO Algorithm for Trajectory Tracking and Collision Avoidance for Circular Ship Domains

1: Set the time index \( t = t_0 \), the prediction horizon \( T_p \), sampling interval \( T_s \), weight matrices \( Q \) and \( R \), the observer convergence rate \( K_w \), and the disturbance initial value \( \hat{b}(t_0) = 0 \).

2: Measure the value of the states \( x(t_k) \) or estimate them.

3: Get the position, velocity and heading of the nearby vessels using a communication media or via radar and predict the position over the prediction horizon \( T_p \) using constant velocity (CV) model.

4: Execute the rule-based decision support system.

5: if the USV is in overtaking, head-on or crossing from the right then

6: Execute the following NMPC problem:

\[
\min_{u(\cdot)} V_{T_p}(t, x_{t_k}, u(\cdot)) = \int_{\tau = t_k}^{t + T_p} \bar{\ell}(t, x(t), u(t), s l k(t)) d\tau
\]
subject to:
\[
\dot{x}(t) = f(x, u, \hat{b}) = \mathcal{F}(x) + gu + g_b(x)\hat{b} \quad \text{with} \quad x(t_k) = x_{t_k} \\
u(t) \in \mathbb{U},
\]
(7.17) and (7.16)

7: else

8: Execute the following NMPC problem:

\[
\min_{u(\cdot)} V_{T_p}(t, x_{t_k}, u(\cdot)) = \int_{\tau = t_k}^{t + T_p} \bar{\ell}(t, x(t), u(t), s l k(t)) d\tau
\]
subject to:
\[
\dot{x}(t) = f(x, u, \hat{b}) = \mathcal{F}(x) + gu + g_b(x)\hat{b} \quad \text{with} \quad x(t_k) = x_{t_k} \\
u(t) \in \mathbb{U},
\]

9: end if

10: Execute the following NMPC problem:

11: Apply only the first control element \( u(t_k) \).

12: Solve the NDO equations (5.5) to get the estimated value for the disturbance \( \hat{b}(t + T_s) \), and assume that it is constant over the prediction horizon.

13: wait for the next sample and set the time index \( k = k + 1 \), then go to step 2.

The algorithm of the NDO-NMPC collision avoidance scheme with elliptical ship domain and COLREGs compliance is:
Algorithm 7.2 NMPC-NDO Algorithm for Trajectory Tracking and Collision Avoidance for Elliptical Ship Domains

1: Set the time index \( t = t_0 \), the prediction horizon \( T_p \), sampling interval \( T_s \), weight matrices \( Q \) and \( R \), the observer convergence rate \( K_w \), and the disturbance initial value \( \hat{b}(t_0) = 0 \).
2: Measure the value of the states \( x(t_k) \) or estimate them.
3: Get the position, velocity and heading of the nearby vessels using a communication media or via radar and predict the position over the prediction horizon \( T_p \) using constant velocity (CV) model.
4: Execute the rule-based decision support system.
5: if the USV is in overtaking, head-on or crossing from the right then
6: Execute the following NMPC problem:

\[
\min_{u(\cdot)} V_{T_p}(t, x_{t_k}, u(\cdot)) = \int_{\tau = t_k}^{t_k + T_p} \ell(t, x(t), u(t), slk(t))d\tau
\]
subject to:
\[
\dot{x}(t) = f(x, u, \hat{b}) = f(x) + gu + gb(x)\hat{b} \text{ with } x(t_k) = x_{t_k}
\]
\[
u(t) \in U_\cdot,
\]
\[(7.18) \text{ and } (7.16)\]

7: else
8: Execute the following NMPC problem:

\[
\min_{u(\cdot)} V_{T_p}(t, x_{t_k}, u(\cdot)) = \int_{\tau = t_k}^{t_k + T_p} \ell(t, x(t), u(t), slk(t))d\tau
\]
subject to:
\[
\dot{x}(t) = f(x, u, \hat{b}) = f(x) + gu + gb(x)\hat{b} \text{ with } x(t_k) = x_{t_k}
\]
\[
u(t) \in U_\cdot,
\]
\[
(7.18)
\]

9: end if
10: Get the optimal control sequence \([u(t_k) \cdots u(t_{k+N-1})]\) and the corresponding predicted states \([x(t_k) \cdots x(t_{k+N})]\).
11: Apply only the first control element \(u(t_k)\).
12: Solve the NDO equations (5.5) to get the estimated value for the disturbance \( \hat{b}(t + T_s) \), and assume that it is constant over the prediction horizon.
13: wait for the next sample and set the time index \( k = k + 1 \), then go to step 2.

Remark: All the state constraints are included in the code generation of the optimization problem and can be deactivated by relaxing the upper and lower
7.3 Simulation Results

In this section, the usage of NMPC for collision avoidance is evaluated for both circular and elliptical ship domains. For each case, three typical collision scenarios; head-on, overtaking and crossing are demonstrated between two vessels. MATLAB with the aid of ACADO toolkit and qpOASES solver is used for obtaining the simulation results on a 3.3 GHz core i5 CPU with 8 GB RAM. The ship model presented in appendix A is used for both own and encountered vessel.

7.3.1 Circular Ship Domain

The NMPC-NDO simulation results for the circular ship domain collision avoidance scheme is presented in this subsection. The simulation parameters are given in Table 7.1. Both vessels are assumed to have a circular ship domain of 40 m radius, and the safety distance between them is 20 m. The encountered vessel is assumed to have the NMPC-NDO scheme and its position and velocity are assumed to be measured or exchanged via a communication link, and its predicted trajectory is calculated using the constant velocity model (7.1).

Table 7.1: NMPC-NDO Parameters for Circular Ship Domain Collision Avoidance

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_p$</td>
<td>200.0 sec</td>
</tr>
<tr>
<td>$T_s$</td>
<td>5.0 sec</td>
</tr>
<tr>
<td>$N$</td>
<td>40</td>
</tr>
<tr>
<td>$Q$</td>
<td>diag(5, 5, 5, 0.2, 0.2, 0.2)</td>
</tr>
<tr>
<td>$R$</td>
<td>diag(0.001, 0.001)</td>
</tr>
<tr>
<td>$S$</td>
<td>0.001</td>
</tr>
<tr>
<td>$K_w$</td>
<td>diag(0.1, 0.1, 0.1)</td>
</tr>
<tr>
<td>$R^1$</td>
<td>100</td>
</tr>
</tbody>
</table>
Figure 7.4: Simulation results of the states for the circular scheme head-on scenario.
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Figure 7.5: Trajectory for scenario 2 for the circular scheme head-on scenario.

Figure 7.6: Distance tracking error for the circular scheme head-on scenario.
Head-on Scenario

In this scenario, our vessel is assumed to confront another vessel in a head-on situation. The encountered vessel is assumed here to have no collision avoidance to give the worst case scenario. The position and heading angle are presented in Figures 7.4a, 7.4b and 7.4c, respectively. The surge, sway and yaw velocities are presented in Figures 7.4d, 7.4e and 7.4f, respectively. The surge force and yaw moments are presented in Figure 7.7a and 7.7b.

It is shown from the trajectory of the vessel presented in Figure 7.5 that the own vessel could follow the reference trajectory and maneuver to the starboard side in order to avoid the collision with the encountered vessel. The trajectory tracking error of the NMPC-NDO scheme is close to zero except during the collision avoidance maneuver which leads to a deviation of about $115$ m as shown in Figure 7.6. On the other side, the case of not using NDO leads to a maximum distance tracking error of $125m$ and $84m$ while collision constraint is active and not active, respectively. In both cases, collision avoidance constraints and surge force and yaw moment constraints are respected. Regardless of using NDO, the collision avoidance constraint in both
schemes leads to a new collision-free trajectory, as close as possible to the reference trajectory. The minimum distance between the centers of both vessels is about 102 m which demonstrates the ability to use our scheme as a last line of defense as this distance is slightly greater than the 100 m safety distance. In order to quantify the tracking performance, the integral of the tracking error performance index $\int \| x(t) - x(t)_{ref} \| \, dt$ is used for both schemes. The integral tracking error for the NMPC-NDO is $7.61 \times 10^5$, while the NMPC leads to $9.8 \times 10^5$, which shows how the integration of the NMPC and NDO leads to a better tracking performance.

**Overtaking Scenario**

In this scenario, the overtaking situation is assessed by bringing the encountered vessel on the same path of own vessel but at a lower speed with the same simulation parameters as in the head-on situation. As shown in Figure 7.9, the own vessel maneuvers to the starboard side, according to rule 13 of COLREGs, then maneuvers back to the original trajectory after overtaking the other vessel. The position and the heading angle are presented in Figures 7.8a, 7.8b and 7.8c, respectively, while Figures 7.8d, 7.8e and 7.8f show the surge, sway and yaw velocities. In Figures 7.11a and 7.11b, the surge force and yaw moment generated by our NMPC scheme are shown.

The trajectory tracking error of the NMPC-NDO scheme is close to zero except during the collision avoidance maneuver which leads to a deviation of about 115 m for the NDO case, as shown in Figure 7.10. On the other side, the case of not using NDO leads to a maximum distance tracking error of 125 m and 84 m while collision constraint is active and not active, respectively. In both cases, collision avoidance constraints and surge force and yaw moment constraints are respected. Regardless of using NDO, the collision avoidance constraint in both schemes leads to a new collision-free trajectory, as close as possible to the reference trajectory. The minimum distance between the centers of both vessels is about 101 m which demonstrates the ability to use our scheme as a last line of defense as this distance
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Figure 7.8: Simulation results of the states for the circular scheme overtaking scenario.
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![Graph showing simulation results](image)

**Figure 7.9:** Trajectory for the circular scheme overtaking scenario.

is slightly greater than the 100 m safety distance. The integral tracking error $\int \| \mathbf{x}(t) - \mathbf{x}(t)^{ref} \|$, used as performance index, is $7.203 \times 10^5$ for the NMPC-NDO case, while for the not using the NDO is $9.35 \times 10^5$, which shows how the integration of the NMPC and NDO leads to a better tracking performance.

**Crossing Scenario**

To give a comprehensive evaluation for the NMPC-NDO scheme for collision avoidance, the typical crossing situation between two vessels is evaluated. The scenario is designed such that both vessels collide at the position $(x, y) = (4000m, 4000m)$. Figure 7.12 shows the states for the own vessel while Figure 7.14 shows the control input. It is shown in Figure 7.13 that own ship obeys rule 15 of COLREGs by turning to the starboard side and passing at aft of the encountered vessel keeping a
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Figure 7.10: Distance tracking error for the circular scheme overtaking scenario.

minimum distance of about 123m and then tracks the generated trajectory when the collision risk is over. The integral tracking error $\int \|x(t) - x(t)^{ref}\|$ is $8.108 \times 10^5$ for the NMPC-NDO case while for the not using the NDO is $1.004 \times 10^6$, which show the benefit of integrating NDO with the NMPC. The maximum execution time of this scheme is about 15ms which is very small compared to the sampling interval and which guarantee a fast reaction of the ship in case of collision risk.

7.3.2 Elliptical Ship Domain

The NMPC-NDO simulation results for the elliptical ship domain collision avoidance scheme is presented in this subsection. The simulation parameters are similar to the circular one except for the ship domain geometry parameters, and are given in
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Figure 7.11: Simulation results of the control input for the circular scheme overtaking scenario.

Table 7.2. Both vessels are assumed to have an elliptical ship domain with radii of 96m and 13.5m. The encountered vessel is assumed also to have no collision avoidance scheme and its position and velocity are assumed to be measured or exchanged via a communication link, and its predicted trajectory is calculated using the constant velocity model (7.1).

Table 7.2: NMPC-NDO Parameters for Circular Ship Domain Collision Avoidance

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_p$</td>
<td>200.0 sec</td>
</tr>
<tr>
<td>$T_s$</td>
<td>5.0 sec</td>
</tr>
<tr>
<td>$N$</td>
<td>40</td>
</tr>
<tr>
<td>$Q$</td>
<td>diag(5, 5, 5, 0.2, 0.2, 0.2)</td>
</tr>
<tr>
<td>$R$</td>
<td>diag(0.001, 0.001)</td>
</tr>
<tr>
<td>$S$</td>
<td>0.001</td>
</tr>
<tr>
<td>$K_w$</td>
<td>diag(0.1, 0.1, 0.1)</td>
</tr>
<tr>
<td>$a = a^1$</td>
<td>96m</td>
</tr>
<tr>
<td>$b = b^1$</td>
<td>13.5m</td>
</tr>
</tbody>
</table>
Figure 7.12: Simulation results of the states for the circular scheme crossing scenario.
Figure 7.13: Trajectory for the circular scheme crossing scenario.

**Head-on Scenario**

In this scenario, our vessel is assumed to confront another vessel in a head-on situation. The states of the own vessel is depicted in the six sub-figures of Figure 7.15. It is shown from the trajectory of the vessel presented in Figure 7.16 that the own vessel can follow the reference trajectory and maneuver to the starboard side in order to avoid the collision with the encountered vessel while keeping a minimum distance of 60 m which is much less than the 100 m achieved by the circular scheme. This justifies the ability of the elliptical ship domain formulation for dense traffic areas or in narrow rivers. As shown in Figure 7.17, the surge force and yaw moment constraints are respected over the simulation time.
Overtaking Scenario

The overtaking situation between two ships is assessed by having a slow encountered vessel on the path of the own ship, with the same simulation parameters as in Table 7.2. As shown in Figure 7.19, the own vessel maneuvers to the starboard side, according to rule 13 of COLREGs, then maneuvers back to the original trajectory after overtaking the other vessel. The position and the heading angle are presented in Figures 7.18a, 7.18b and 7.18c, respectively, while Figures 7.18e, 7.18f and 7.18d show the surge, sway and yaw velocities. In Figures 7.20a and 7.20b, the surge force and yaw moment which are generated by our NMPC scheme, are shown.

Crossing Scenario

In this scenario, the crossing situation between two vessels is evaluated by having two ships with a $\frac{\pi}{2}$ bearing. The scenario is designed such that both vessels collide at the position $(x, y) = (4000m, 4000m)$. Figure 7.21e shows the states for the own vessel, while Figure 7.23 shows the control input. It is shown in Figure 7.13 that own ship obeys rule 15 of COLREGs by turning to the starboard side and passing
Figure 7.15: Simulation results of the states for the elliptical scheme head-on scenario.
at aft of the encountered vessel keeping a minimum distance of about 127m and then tracks the generated trajectory when the collision risk is over. The maximum execution time of elliptical ship domain scheme is about 25ms which is still fast for the collision avoidance decision and much shorter than the sampling interval.

7.4 Discussion

In this section, a discussion about the circular and elliptical ship domain NMPC schemes is given to show that the requirements in section 2.1 are met. The design of the trajectory tracking and collision avoidance as a Nonlinear Model Predictive Control problem, which is solved using nonlinear programming, leads to a minimum deviation from the planned trajectory. Moreover, including the control forces and
moments in the optimization problem achieves that with the minimum energy. The steady state position tracking error is less than 0.4 m which is about 4.5% of the ship width. Therefore, solution optimality requirement $R_1$ is met with respect to the prediction model.

The prediction model and the optimization problem are formulated as time-varying which adds the possibility to compensate for the external environmental disturbance if it is measured, estimated or it has a model. In our scheme a Nonlinear Disturbance Observer is used to estimate the external disturbance which leads to more accurate tracking demonstrated by the smaller integral tracking error as a performance index, and therefore, environmental disturbance counteraction requirement $R_2$ is satisfied.

The presented NMPC collision avoidance scheme is mainly motivated by employing the nonlinear motion model of the vessel, i.e. kinematics and kinetics, instead of just using the kinematics. This leads to a more accurate maneuvering specially in critical situations and shows that control system techniques can be used for collision avoidance. Moreover, the geometry of the ship and the safety area around it are included in the design. They are represented by either a circular
Figure 7.18: Simulation results of the states for the elliptical scheme overtaking scenario.
Figure 7.19: Trajectory for the elliptical scheme overtaking scenario.

disk or an elliptic disk, and the collision avoidance is formulated as a separation condition. The accurate collision avoidance maneuvering is clear from the small distances achieved between the two ship domain. For example, the circular ship domain case leads to a minimum distance between both circular disks of about 2.0m and 1.0m for the head-on and overtaking situations. The crossing situation has a minimum distance of 23.0m which is still considered acceptable considering that the encountered ship cut a distance of 25.0m during the 5.0s sampling interval. Based on that, both the dynamics-based collision avoidance and the ship domain requirements, R3 and R4, are satisfied, and the presented algorithms can be utilized to act as a last line of defense collision avoidance system.

The state constraints that are used for collision avoidance are formulated as a
time varying constraints where the prediction of the encountered vessel are treated as an input to the algorithm. This satisfies the requirement of common intention knowledge \textbf{R5} as the prediction component is totally independence from tracking and collision avoidance algorithm, and therefore, other sophisticated prediction techniques can be integrated in a modular way.

All the maneuvering achieved by the NMPC algorithm in case of collision risk for the three scenarios presented in this thesis; head-on, overtaking and crossing, either with circular or elliptical ship domain are compliant with the action to avoid collision rules, rules 13, 14 and 15, of COLREGs.

The maximum computation time of the algorithm is about 15\textit{ms} for the circular ship domain scheme and 25\textit{ms} for the elliptical ship domain scheme, which is in the range of 0.3\% to 0.5\% of the sampling interval ($T_s = 5s$) selected for our ship, that has a length of 32\textit{m}, and therefore requirement \textbf{R7} is satisfied and the computation delay can be neglected. It is about 8.3\% of the maximum computation time of the Fast Evasive Trajectory Planner presented in [17] on almost the same computer specifications. It is clear from the dynamic model of the ship that larger ship size, or equivalently mass, leads to slower response time and vice versa. Therefore,
Figure 7.21: Simulation results of the states for the elliptical scheme crossing scenario.
our algorithm can be used for any bigger ship that has a sampling interval larger than 5 sec, and for smaller ships with a minimum sampling interval of 0.5 sec in order to satisfy the requirement R7.
Figure 7.23: Simulation results of the control input for the elliptical scheme crossing scenario.
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Conclusion and Future Work

8.1 Conclusion

This thesis proposes an NMPC approach for trajectory tracking of underactuated surface vessels with controller-embedded collisions avoidance technique based on circular and elliptical ship domain representations. A 3-DOF nonlinear model of a 32m length ship is used with only two control variables; surge force and yaw moment. The NMPC is considered as a dynamic optimization problem with an objective to minimize the tracking, and subject to control constraint to respect the maximum force and moment of the ship, and time-varying state constraints which are utilized for collision avoidance. Circular ship domain collision avoidance is formulated as simple Euclidean distance between every two ships, while elliptical ship domain collision avoidance is formulated based on the separation condition between two elliptic disks. In order to add robustness to the NMPC approach, a nonlinear disturbance observer is designed to estimate constant or slowly time varying disturbance. The estimated disturbance is then used as a known input of the prediction model and leads to less tracking error. To avoid the possible random behavior of the solver and to follow the International Regulations for Preventing
Collisions at Sea (COLREGs) that set rules for the actions a vessel should follow when encountering other vessels at sea, head-on, overtaking and crossing rules are included in the optimization problem as an extra state constraint that gives a priority to the ship to turn to the starboard side.

This algorithm is exported as a static memory C code using ACADO toolkit that facilitates real-time implementation due to the efficient computation. MATLAB simulations are used to assess the validity of the proposed technique after compiling the exported code into mex files. The effectiveness of this algorithm is evaluated for three typical collision scenarios; head-on, overtaking and crossing.

8.2 Future Work

Open topics for future research are as follows:

**Distributed MPC:** Handling the collision avoidance problem among ships as a cooperative multi-agent networked control system problem using Distributed Model Predictive Control techniques. In this case, a full communication among the vessels is assumed to exchange their intentions.

**Robust MPC:** In order to achieve a higher levels of safety, extension of the work presented in this thesis using Robust MPC techniques is considered as a future research to account for the uncertainties in the measurements, the ship model and the estimated disturbances.

**Time-delay Effect:** Analyze the effect of data loss and time delay in the communication link among vessels on the collision avoidance problem. Include the time-delay in the NMPC optimization problem and achieve robustness against unknown, but bounded, time-delay.

**Studying Other Obstacles Geometry:** This thesis considers only two geometric shapes for the ship or the obstacles, circular and elliptical. Including other shapes will be of a great interest for being able to handle geometrically complex obstacles.
Supervisory Control: In order to utilize the schemes presented in this thesis, it is necessary to have a supervisory control component which formulates the static obstacles from the digital maps into the shapes handled by the schemes. It also should have a fail-safe behavior in case of infeasible solution.
Appendices
A

Vessels Parameters

The ship chosen for simulation is a monohull ship with a length of $L = 32m$, a width of about $W = 9 m$, a mass of $118 \times 10^3 kg$ and other parameters calculated by using VEessel RESponse (VERES)—a program that calculates the added mass and damping matrices for surface ships, see [128]. The model of the ship is as follow:

$$M \ddot{\mathbf{u}} + C(\mathbf{u})\mathbf{u} + D\mathbf{u} = \tau + R(\psi)^T \mathbf{b} + \mathbf{w}(t) \quad (A.1)$$

where:

$$M = \begin{bmatrix} m_{11} & 0 & 0 \\ 0 & m_{22} & 0 \\ 0 & 0 & m_{33} \end{bmatrix},$$

$$D = \begin{bmatrix} d_{11} & 0 & 0 \\ 0 & d_{22} & 0 \\ 0 & 0 & d_{33} \end{bmatrix},$$

and

$$C(\mathbf{u}) = \begin{bmatrix} 0 & 0 & -m_{22}u \\ 0 & 0 & m_{11}u \\ m_{22}u & -m_{11}u & 0 \end{bmatrix}.$$
Table A.1: Surface Vessel Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_1$</td>
<td>$120.0 \times 10^4$</td>
<td>kg</td>
</tr>
<tr>
<td>$m_2$</td>
<td>$172.9 \times 10^3$</td>
<td>kg</td>
</tr>
<tr>
<td>$m_3$</td>
<td>$636.0 \times 10^3$</td>
<td>kg</td>
</tr>
<tr>
<td>$d_1$</td>
<td>$215.0 \times 10^2$</td>
<td>kg$\cdot$s$^{-1}$</td>
</tr>
<tr>
<td>$d_2$</td>
<td>$97.0 \times 10^3$</td>
<td>kg$\cdot$s$^{-1}$</td>
</tr>
<tr>
<td>$d_3$</td>
<td>$802.0 \times 10^4$</td>
<td>kg$\cdot$m$^2\cdot$s$^{-1}$</td>
</tr>
</tbody>
</table>
B.1 Young’s Inequality

In mathematics, Young’s inequality for products is a mathematical inequality about the product of two numbers. The inequality is named after William Henry Young. Young’s inequality for products can be used to prove Hölder’s inequality. It is also widely used to estimate the norm of nonlinear terms in PDE theory, since it allows one to estimate a product of two terms by a sum of the same terms raised to a power and scaled.

In its standard form, the inequality states that if $a$ and $b$ are nonnegative real numbers and $p$ and $q$ are positive real numbers such that $\frac{1}{p} + \frac{1}{q} = 1$, then

$$ab \leq \frac{a^p}{p} + \frac{b^q}{q}$$  \hspace{1cm} (B.1)

A common case of Young’s inequality is when $p = q = 2$ which is useful in robust control and estimation:

$$ab \leq \frac{a^2}{2} + \frac{b^2}{2}$$  \hspace{1cm} (B.2)
B.2 Separation Condition between Two Elliptic Disks

In this section, a theorem for the separation condition between two elliptic disks, i.e. the condition that they are not intersecting, is presented. The elliptic disk is depicted in Figure 7.3 and is parameterized by its position \((x, y)\), orientation or heading angle \(\psi\), semi-major radius \(a\), and semi-minor radius \(b\). It is expressed as:

\[
\bar{A} \equiv \{(x_c, y_c) \mid Ax_c^2 - 2Bx_cy_c + Cy_c^2 + (2By - 2Ax)x_c + (2Bx - 2Cy)y_c + (Ax^2 - 2Bx_y + Cy^2 - 1) \leq 0\} \quad (B.3)
\]

where

\[
A = \left(\frac{\cos(\psi)^2}{a^2} + \frac{\sin(\psi)^2}{b^2}\right), \quad B = \frac{\sin(2\psi)}{2} \left(\frac{1}{a^2} - \frac{1}{b^2}\right) \quad \text{and} \quad C = \left(\frac{\sin(\psi)^2}{a^2} + \frac{\cos(\psi)^2}{b^2}\right).
\]

The elliptic disk can be represented by a 3 × 3 matrix \(A = [a_{i,j}]\) as:

\[
\bar{A} \equiv \{X \mid X^TAX \leq 0\} \quad (B.4)
\]

where \(X = [x_c, y_c, 1]^T\) is the 3-D column vector containing the homogeneous coordinates and

\[
A = \begin{bmatrix}
A & -B & By - Ax \\
-B & C & Bx - Cy \\
By - Ax & Bx - Cy & Ax^2 - 2Bxy + Cy^2 - 1
\end{bmatrix}. \quad (B.5)
\]

The separation theorem is as follow:

**Theorem B.1.** Given two elliptic disks \((\bar{A}, \bar{B})\) represented by the matrices \(A = [a_{i,j}]\) and \(B = [b_{i,j}]\) respectively:

1. \(\bar{A}\) and \(\bar{B}\) touch externally iff \(P(\lambda) = \det(\lambda A - B) = 0\) has two repeated real negative roots.

2. \(\bar{A}\) and \(\bar{B}\) are separate iff \(P(\lambda) = 0\) has two distinct real negative roots.

*Proof.* see reference [130] \(\square\)
B. Mathematical Preliminaries

B.3 Cubic Polynomial

In this section we present the result about the nature of the cubic polynomial roots without solving it.

**Theorem B.2.** Consider a cubic polynomial \( P(\lambda) = C_3\lambda^3 + C_2\lambda^2 + C_1\lambda + C_0 \). Let \( \Delta = 18C_3C_2C_1C_0 - 4C_2^3C_0 + C_2^2C_1^2 - 4C_3C_1^3 - 27C_3^2C_0^2 \) be the discriminant of \( P(\lambda) \). \( \Delta \) can be positive, negative, or zero depending on the roots nature as follow:

1. If \( \Delta > 0 \), then \( P(\lambda) \) has three distinct real roots;
2. if \( \Delta = 0 \), then \( P(\lambda) \) has a multiple root and all its roots are real;
3. if \( \Delta < 0 \), then \( P(\lambda) \) has one real root and two complex conjugate roots.

**Proof.** See chapter 10 in [131]. \( \square \)
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