Robust Adaptive Time Delay Estimation for Speaker Localization in Noisy and Reverberant Acoustic Environments
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Two adaptive algorithms are presented for robust time delay estimation (TDE) in acoustic environments with a large amount of background noise and reverberation. Recently, an adaptive eigenvalue decomposition (EVD) algorithm has been developed for TDE in highly reverberant acoustic environments. In this paper, we extend the adaptive EVD algorithm to noisy and reverberant acoustic environments, by deriving an adaptive stochastic gradient algorithm for the generalized eigenvalue decomposition (GEVD) or by prewhitening the noisy microphone signals. We have performed simulations using a localized and a diffuse noise source for several SNRs, showing that the time delays can be estimated more accurately using the adaptive GEVD algorithm than using the adaptive EVD algorithm. In addition, we have analyzed the sensitivity of the adaptive GEVD algorithm with respect to the accuracy of the noise correlation matrix estimate, showing that its performance may be quite sensitive, especially for low SNR scenarios.
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1. INTRODUCTION

In many speech communication applications, such as teleconferencing, hand-free voice-controlled systems, and hearing aids, it is desirable to localize the dominant speaker. By using a microphone array, it is possible to determine the position of this speaker such that the microphone array can be electronically steered using a fixed (or adaptive) beamformer in order to provide spatially selective speech acquisition [1, 2]. In multimedia teleconferencing systems, the position of the speaker can be used not only for microphone array beamforming, but also for automatic video camera steering [3, 4] and for determining binaural cues for stereo imaging.

It has been shown that it is possible to calculate the position of a speaker from the time delays between the different microphone signals, for example, using maximum likelihood or least-squares methods [5, 6]. However, accurate estimation of the time delays between the different microphone signals is not an easy task because of the room reverberation, the acoustic background noise, and the nonstationary character of the speech signal. Generally, room reverberation is considered to be the main problem for time delay estimation (TDE) [7], but acoustic background noise can also considerably decrease the performance of TDE algorithms. Whereas highly noisy situations are not very common in typical teleconferencing applications, they frequently occur in, for example, hearing aid applications.

Most TDE algorithms are based on the generalized cross-correlation (GCC) or the cross-power spectrum phase (CSP) between the microphone signals [8, 9]. However, since most of these methods assume an ideal room model without reverberation, that is, only a direct path between the signal source and the microphone array, they cannot handle reverberation well. In order to make TDE more robust to room reverberation, a cepstral prefiltering technique has been proposed [10] and there have been developed techniques which use a more realistic room model incorporating reverberation [11, 12]. In [12], an adaptive eigenvalue decomposition
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2. BATCH ESTIMATION OF ACOUSTIC IMPULSE RESPONSES

This section discusses the nonadaptive estimation of the complete acoustic impulse responses from the recorded microphone signals, for the noiseless case as well as for the spatiotemporally white and colored noise case. The techniques discussed in this section are based on the subspace method, for example, presented in [13, 14] for different applications. We will briefly review these well-known techniques since they form the basis for deriving the stochastic gradient algorithms that iteratively estimate the (generalized) eigenvector corresponding to the smallest (generalized) eigenvalue, which will be used for TDE in practice (see Section 3).

Consider $N$ microphones, where each microphone signal $y_n[k], n = 0, \ldots, N-1$, at time $k$, consists of a filtered version of the clean speech signal $s[k]$ and additive noise:

$$y_n[k] = h_n[k] \ast s[k] + v_n[k] = x_n[k] + v_n[k],$$

where $x_n[k]$ and $v_n[k]$ are the speech and the noise components received at the $n$th microphone, respectively, $h_n[k]$ is the acoustic impulse response between the speech source and the $n$th microphone, and $\ast$ denotes convolution. The additive noise can be colored and is assumed to be uncorrelated with the clean speech signal. The goal is to estimate the impulse responses $h_n[k]$ from the recorded microphone signals $y_n[k]$ without any a priori knowledge about the clean speech signal $s[k]$. From the estimates of the complete acoustic impulse responses, it is then trivial to compute the time delays between the direct paths.

If we model the acoustic impulse response $h_n[k]$ with an FIR-filter $h_n$ of length $L$, that is,

$$h_n = [h_n[0], h_n[1], \cdots, h_n[L-1]]^T,$$

the relation

$$x_{n,\ell}[k] = x_{\ell,\ell}[k]h_n, \quad i, j = 0, \ldots, N-1,$$

holds [12], with the $L$-dimensional data vector

$$x_{n,\ell}[k] = [x_n[k], x_n[k-1], \cdots, x_n[k-L+1]]^T$$

since $h_1[k] \ast x_1[k] = h_1[k] \ast h_i[k] \ast s[k] = h_1[k] \ast x_i[k]$. Although we do not explicitly attribute a time index $k$ to the impulse responses, this does not imply that they cannot be time variant. In the remainder of this section, we will assume $N = 2$, although all considered algorithms can be straightforwardly extended to the case of more than two microphones (see Section 4).

2.1. Noiseless case

The $(2K \times 2K)$-dimensional correlation matrix $R_x \kappa$ is defined as

$$R_x \kappa = \begin{bmatrix} R_{11,\kappa} & -R_{10,\kappa} \\ -R_{01,\kappa} & R_{00,\kappa} \end{bmatrix},$$

(EVD) algorithm has been developed for (partial) estimation of two acoustic impulse responses using a stochastic gradient algorithm that iteratively estimates the eigenvector corresponding to the smallest eigenvalue. From the estimated acoustic impulse responses, the time delay can be calculated as the time difference between the main peak (direct path) of the two impulse responses or as the peak of the correlation function between the two impulse responses. Since only the time difference between the main peak (direct path) of the impulse responses is required, it is therefore not necessary to estimate the complete acoustic impulse responses.

The adaptive EVD algorithm for TDE performs much better in highly reverberant environments than the GCC-based methods. However, the adaptive EVD algorithm is—strictly speaking—only valid if either no noise or if spatiotemporally white noise is present. In this paper, we extend the adaptive EVD algorithm for TDE to the spatiotemporally colored noise case by using an adaptive generalized eigenvalue decomposition (GEVD) algorithm or by prewhitening the noisy microphone signals. Furthermore, we extend all considered TDE algorithms to the case of more than two microphones.

The paper is organized as follows. Section 2 discusses the batch, that is, nonadaptive estimation of the complete acoustic impulse responses from the recorded microphone signals. It is shown that if the length of the impulse responses is either known or can be overestimated, the complete impulse responses can be identified from the EVD of the speech correlation matrix (noisy case) or from the GEVD of the speech and the noise correlation matrices (colored noise case). These adaptive EVD and GEVD algorithms are discussed in Section 3. In [12], it has been shown that the adaptive EVD algorithm can be used for TDE, remarkably, even when underestimating the length of the acoustic impulse responses. We will show that this result also holds for the spatiotemporally colored noise case when using the adaptive GEVD algorithm (and the adaptive prewhitening algorithm) for TDE. In Section 4, it is shown that all considered batch and adaptive TDE algorithms can easily be extended to the case of more than two microphones. Section 5 describes the simulation results for different reverberation conditions (ideal and realistic), different SNRs, and different noise sources (localized and diffuse noise source). For all conditions, it is shown that the time delays can be estimated more accurately using the adaptive GEVD algorithm and the adaptive prewhitening algorithm than using the adaptive EVD algorithm. Since the adaptive GEVD algorithm requires an estimate of the noise correlation matrix, we also analyze its sensitivity with respect to the accuracy of this noise correlation matrix estimate, showing that the performance of the adaptive GEVD algorithm may be quite sensitive to deviations, especially for low SNR scenarios.
with the \((K \times K)\)-dimensional submatrix
\[
R_{\bar{f},K} = \mathcal{E}\{x_{i,K}[k]x_{j,K}^T[k]\},
\]
and \(\mathcal{E}\{\cdot\}\) denoting the expected value operator. If \(K \geq L\), that is, when the true impulse response length \(L\) is overestimated, the correlation matrix \(R_x^\varphi\) has rank \(K + L - 1\), and hence, its null space has dimension \(K - L + 1\) under the condition that \([15]\)

1. the impulse responses \(h_0\) and \(h_1\) do not have common zeros;
2. the \((L + 1) \times (L + 1)\)-dimensional autocorrelation matrix of the clean speech signal \(s[k]\) has full rank.

If \(K = L\), the null space of \(R_x^\varphi\) has dimension 1, and the 2\(L\)-dimensional vector
\[
u = \begin{bmatrix} h_0 \\ h_1 \end{bmatrix}
\]
belongs to this null space since, using \((3)\), \(R_x^\varphi \nu = 0\). Consider the EVD of \(R_x^\varphi\),
\[
R_x^\varphi = V_x \Lambda_x V_x^T,
\]
with \(V_x\) a \((2K \times 2K)\)-dimensional orthogonal matrix, containing the eigenvectors, and \(\Lambda_x\) a diagonal matrix, containing the eigenvalues. Hence, the unit-norm eigenvector, corresponding to the only zero eigenvalue of \(R_x^\varphi\), contains a scaled version of the two impulse responses \(h_0\) and \(h_1\).

If \(K > L\), the null space of \(R_x^\varphi\) is spanned by \(K - L + 1\) eigenvectors, corresponding to the \(K - L + 1\) zero eigenvalues, which all contain a different filtered version of the impulse responses. By extracting the common part of the eigenvectors, which can be done, for example, by performing a QR decomposition of the full null space or by using a least squares approach \([14]\), the correct impulse responses of length \(L\) can be identified. If \(K < L\), the null space of \(R_x^\varphi\) is empty and the impulse responses cannot be correctly identified.

### 2.2. Spatiotemporally white noise

If additive noise is present, we define the \((2K \times 2K)\)-dimensional speech correlation matrix \(R_x^\varphi\) and the \((2K \times 2K)\)-dimensional noise correlation matrix \(R_y^\varphi\), similar to \((5)\), as
\[
R_x^\varphi = \begin{bmatrix} R_{11,K} & -R_{10,K}^\varphi \\ -R_{01,K}^\varphi & R_{00,K}^\varphi \end{bmatrix},
\]
\[
R_y^\varphi = \begin{bmatrix} R_{11,K}^\varphi & -R_{10,K}^\varphi \\ -R_{01,K}^\varphi & R_{00,K}^\varphi \end{bmatrix},
\]
with the \((K \times K)\)-dimensional submatrices
\[
R_{i,j,K}^\varphi = \mathcal{E}\{y_{i,K}[k]y_{j,K}^T[k]\},
\]
\[
R_{i,j,K} = \mathcal{E}\{v_{i,K}[k]v_{j,K}^T[k]\},
\]
and the \(K\)-dimensional vectors \(y_{n,K}[k]\) and \(v_{n,K}[k]\) defined similarly as in \((4)\). Assuming that the clean speech signal \(s[k]\) and the noise components \(v_n[k]\) are uncorrelated, we can write
\[
R_x^\varphi = R_x^\varphi + R_y^\varphi.
\]
If the noise is spatiotemporally white, that is, \(R_y^\varphi = \sigma_y^2 I\), with \(\sigma_y^2\) the noise power and \(I\) the identity matrix, the impulse responses can be identified from the EVD of the speech correlation matrix
\[
R_x^\varphi = V_y \Lambda_y V_y^T.
\]
In this case, we can write \((12)\) using \((8)\) and \((11)\) as
\[
R_x^\varphi = V_x (\Delta_x + \sigma_y^2 I) V_x^T,
\]
such that \(V_x = V_y\) and \(\Lambda_y\) is equal to \(\sigma_y^2\) (smallest eigenvalue), and the eigenvector in \(V_x\) corresponding to this eigenvalue, again contains a scaled version of the impulse responses. If \(K > L\), the procedure for estimating the impulse responses of length \(L\) is similar to the procedure in the noiseless case, now based on the \(K - L + 1\) eigenvectors in \(V_x\) corresponding to eigenvalues which are equal to \(\sigma_y^2\).

#### 2.3. Spatiotemporally colored noise

If spatiotemporally colored noise is present, the acoustic impulse responses cannot be identified from the EVD of \(R_x^\varphi\), but they can still be identified from the GEVD of \(R_x^\varphi\) and \(R_y^\varphi\) or from the EVD of the prewhitened speech correlation matrix. In both cases, the noise correlation matrix \(R_y^\varphi\) needs to be known in advance or we have to estimate it during noise-only periods, requiring the use of a voice activity detector which determines when speech is present.

1. **GEVD procedure.** The GEVD of \(R_x^\varphi\) and \(R_y^\varphi\) is defined as \([16]\)
\[
R_x^\varphi = QA_xQ^T, \quad R_y^\varphi = QA_yQ^T,
\]
with \(Q\) a \((2K \times 2K)\)-dimensional invertible, but not necessarily orthogonal, matrix, and \(A_x\) and \(A_y\) diagonal matrices. From \((11)\) and \((14)\), it follows that
\[
(R_y^\varphi)^{-1}R_x^\varphi = (R_y^\varphi)^{-1}(R_x^\varphi - R_y^\varphi)
\]
\[
= Q^{-T}(A^{-1}_x A_y - I)Q^T.
\]
Since \((R_y^\varphi)^{-1}R_x^\varphi\) has rank \(K + L - 1\) (\(R_y^\varphi\) is assumed to be of full rank), \(K - L + 1\) diagonal elements of the diagonal matrix \(A_y^{-1} A_x\) are equal to 1. Therefore, \(K - L + 1\) columns of \(Q^T\) exist for which
\[
(R_y^\varphi)^{-1}R_x^\varphi Q = 0,
\]
such that \(R_x^\varphi Q = 0\). If \(K = L\), the null space of \(R_x^\varphi\) has dimension 1, and the \(2L\)-dimensional vector \(Q^T\)
contains a scaled version of the impulse responses. If $K > L$, the $K - L + 1$ vectors $\mathbf{q}$ contain different filtered versions of the impulse responses, and the procedure for estimating the correct impulse responses of length $L$ is similar to the procedure in the noiseless case.

(2) **Prewhitening procedure.** The $(2K \times 2K)$-dimensional prewhitened speech correlation matrix $\mathbf{R}_K^p$ is defined as

$$\mathbf{R}_K^p \triangleq (\mathbf{R}_K^s)^{-T/2} \mathbf{R}_K^p (\mathbf{R}_K^s)^{-1/2},$$

with $(\mathbf{R}_K^s)^{1/2}$ the $(2K \times 2K)$-dimensional (upper-triangular) Cholesky factor of the noise correlation matrix $\mathbf{R}_K^s$, that is, $\mathbf{R}_K^s = (\mathbf{R}_K^s)^{1/2} (\mathbf{R}_K^s)^{1/2}$ [16]. From the EVD of $\mathbf{R}_K^p$,

$$\tilde{\mathbf{R}}_K^p \equiv \mathbf{V}_y \mathbf{A}_y \mathbf{V}_y^T,$$

it follows, using (11), that $\tilde{\mathbf{R}}_K^p$ can be written as

$$\tilde{\mathbf{R}}_K^p \triangleq (\mathbf{R}_K^s)^{-T/2} \mathbf{R}_K^p (\mathbf{R}_K^s)^{-1/2} = \mathbf{V}_y (\mathbf{A}_y - I) \mathbf{V}_y^T.$$  

Since $\tilde{\mathbf{R}}_K^p$ has rank $K + L - 1$, $K - L + 1$ diagonal elements of the diagonal matrix $\mathbf{A}_y$ have to be equal to 1, and hence, $K - L + 1$ columns $\mathbf{u}$ of $\mathbf{V}_y$ exist, for which

$$\tilde{\mathbf{R}}_K^p \mathbf{u} = (\mathbf{R}_K^s)^{-T/2} \mathbf{R}_K^p (\mathbf{R}_K^s)^{-1/2} \mathbf{u} = 0$$

such that $\mathbf{R}_K^p (\mathbf{R}_K^s)^{-1/2} \mathbf{u} = 0$. If $K = L$, the null space of $\mathbf{R}_K^p$ has dimension 1, and the vector $(\mathbf{R}_K^s)^{-1/2} \mathbf{u}$ contains a scaled version of the impulse responses. If $K > L$, the $K - L + 1$ vectors $(\mathbf{R}_K^s)^{-1/2} \mathbf{u}$ contain different filtered versions of the impulse responses, and the procedure for estimating the correct impulse responses of length $L$ is similar to the procedure in the noiseless case.

It is readily verified that the GEVD procedure and the prewhitening procedure are in fact equivalent since

$$\mathbf{A}_y = \mathbf{A}_y^{-1} \mathbf{A}_y, \quad \mathbf{Q}^{-T} = (\mathbf{R}_K^s)^{-1/2} \mathbf{V}_y.$$  

However, the adaptive versions of both algorithms, which are presented in Section 3 and which will be used for TDE in practice, can produce different results.

### 2.4. Practical computation

In practice, we will not work with correlation matrices, but with data matrices. The $(p \times 2K)$-dimensional speech data matrix $\mathbf{Y}_K[k]$ is defined as

$$\mathbf{Y}_K[k] = \begin{bmatrix} y_{K}^T[k] \\ y_{K}^T[k+1] \\ \vdots \\ y_{K}^T[k+p-1] \end{bmatrix}, \quad \mathbf{Y}_K[f] = \begin{bmatrix} y_{f}^T[k] \\ y_{f}^T[k+1] \\ \vdots \\ y_{f}^T[k+p-1] \end{bmatrix},$$

with $p$ typically much larger than $K$, such that the empirical speech correlation matrix can be computed as $\mathbf{R}_K^p = \mathbf{Y}_K[k] \mathbf{Y}_K[k]/p$. The noise data matrix $\mathbf{V}_K[k]$ is defined similarly.

(1) **GSVD procedure.** Instead of computing the GEVD of $\mathbf{R}_K^p$ and $\mathbf{R}_K^s$, we compute the generalized singular value decomposition (GSVD) of the data matrices $\mathbf{Y}_K[k]$ and $\mathbf{V}_K[k]$, defined as

$$\mathbf{Y}_K[k] = \mathbf{U}_y \mathbf{\Sigma}_y \mathbf{Q}_y^T, \quad \mathbf{V}_K[k] = \mathbf{U}_v \mathbf{\Sigma}_v \mathbf{Q}_v^T,$$

with $\mathbf{U}_y$ and $\mathbf{U}_v$ orthogonal matrices, $\mathbf{\Sigma}_y$ and $\mathbf{\Sigma}_v$ diagonal matrices, and $\mathbf{Q}$ a $(2K \times 2K)$-dimensional invertible, but not necessarily orthogonal, matrix [16, 17]. Again, the impulse responses are estimated from the columns $\mathbf{q}$ of the matrix $\mathbf{Q}^{-T}$.

(2) **Prewhitening procedure.** The prewhitened speech data matrix $\tilde{\mathbf{Y}}_K[k]$ is defined as

$$\tilde{\mathbf{Y}}_K[k] = \mathbf{Y}_K[k] (\mathbf{R}_K^s)^{-1/2},$$

where the $(2K \times 2K)$-dimensional (upper-triangular) Cholesky factor $(\mathbf{R}_K^s)^{1/2}$ can be computed using the QR decomposition of the noise data matrix, that is,

$$\mathbf{V}_K[k] = \mathbf{Q}_v (\mathbf{R}_K^s)^{1/2}.$$  

The singular value decomposition (SVD) of $\tilde{\mathbf{Y}}_K[k]$ is defined as

$$\tilde{\mathbf{Y}}_K[k] = \bar{\mathbf{U}}_y \bar{\mathbf{\Sigma}}_y \bar{\mathbf{V}}_y^T,$$

with $\bar{\mathbf{U}}_y$ and $\bar{\mathbf{V}}_y$ orthogonal matrices and $\bar{\mathbf{\Sigma}}_y$ a diagonal matrix. Again, the impulse responses are estimated from the columns $\bar{\mathbf{q}}$ of the matrix $\bar{\mathbf{V}}_y$.

### 2.5. Simulation results

We have filtered a 16-KHz speech segment of 160000 samples (10 seconds) with 2 impulse responses ($L = 20$), which are depicted in Figure 1a. A stationary colored speech-like noise signal, having the same long-term spectrum as speech [18], has been added, and the SNR of the microphone signals is 10 dB.

Figures 1a and 1b show the estimated impulse responses ($K = L$), for the SVD procedure and the GSVD procedure, using all microphone samples. As can be clearly seen, the impulse responses are almost correctly estimated with the GSVD procedure, which is not the case for the SVD procedure. Because the assumption of uncorrelated speech and noise segments is not always perfectly satisfied, that is, $\mathbf{X}_K[k] \mathbf{V}_K[k] = \mathbf{0}$, small estimation errors occur in the GSVD procedure. In our simulations, we have noticed that the higher this assumption is satisfied, that is, the higher the SNR and the longer the speech and the noise segments, the smaller the estimation error becomes. This fact has also been observed in [14].
3. ADAPTIVE PROCEDURE FOR TIME DELAY ESTIMATION

In practice, acoustic impulse responses may have thousands of taps, depending on the room reverberation. Because of the correlated nature of speech, correspondingly large autocorrelation matrices of the clean speech signal $s[k]$ can be rank deficient or at least ill conditioned [19]. Therefore, it is quite difficult to identify the complete impulse responses, especially when a large amount of background noise is present [14]. If we underestimate the length of the impulse responses ($K < L$), the acoustic impulse responses estimated with the batch procedures are biased. This makes it difficult to calculate the correct time delays from these estimated acoustic impulse responses.

In [12], an adaptive EVD algorithm has been presented, which iteratively estimates the eigenvector corresponding to the smallest eigenvalue. Remarkably, even when underestimating the length of the impulse responses ($K < L$), simulations show that this adaptive EVD algorithm is still able to identify the main peak (direct path) of the impulse responses. Obviously, only the time difference between the main peak of the impulse responses is required for TDE.

Strictly speaking, the adaptive EVD algorithm is only valid when no noise or when spatiotemporally white noise is present. In this section, we therefore extend the adaptive EVD algorithm to the colored noise case by deriving stochastic gradient algorithms for the procedures presented in Section 2.3, that is, algorithms which iteratively estimate...
the generalized eigenvector corresponding to the smallest
generalized eigenvalue. Using simulations with spatiotemporal-
colored noise, it will be shown that—just as for the
adaptive EVD algorithm—it is possible to correctly estimate
the time delays with the adaptive GEVD algorithm, even
when underestimating the length of the acoustic impulse
responses (see Section 5).

In the remainder of the text, we will assume that the
length of the acoustic impulse responses is underestimated
\((K < \ell)\), and hence, we will derive algorithms that estimate
the one-dimensional subspace corresponding to the smallest
(generalized) eigenvalue.

### 3.1. Adaptive EVD algorithm [12]

Instead of updating the full EVD of \(R_K^v\) [20] and then using
the eigenvector corresponding to the smallest eigenvalue,
it is possible to iteratively estimate this eigenvector by min-
imizing the cost function \(u^T R_K^v u\) subject to the constraint
\(u^T u = 1\). A cheap procedure consists in minimizing the mean
square value of the error signal \(e[k]\), defined as

\[
e[k] = \frac{u^T[k]y_K[k]}{||u[k]||},
\]

with \(y_K[k] = [y_{1K}^T[k] - y_{2K}^T[k]]^T\). This expression in fact
is a Rayleigh quotient, where \(\lambda_{y}^{\text{max}} \geq \mathbb{E}[e^2[k]] \geq \lambda_{y}^{\text{min}}\), with
\(\lambda_{y}^{\text{max}}\) and \(\lambda_{y}^{\text{min}}\), respectively, the largest and the smallest
generalized eigenvalues of the correlation matrix \(R_K^v\). Minimizing (27) can be
done, for example, using a gradient-descent LMS procedure,
where normalization is included in each iteration step in or-
der to avoid roundoff error propagation [21],

\[
u[k + 1] = \frac{u[k] - \mu e[k] \frac{\partial e[k]}{\partial u[k]} ||u[k]||}{||u[k] - \mu e[k] \frac{\partial e[k]}{\partial u[k]}||}
\]

with \(\mu\) the step size of the adaptive algorithm. The gradient of \(e[k]\) is equal to

\[
\frac{\partial e[k]}{\partial u[k]} = \frac{1}{||u[k]||} \left( y_K[k] - e[k] \frac{u[k]}{||u[k]||} \right).
\]

In [12], it has been assumed that the smallest eigenvalue of
\(R_K^v\) is very small (in the noiseless case) such that the gradient
eventually reduces to \(\frac{\partial e[k]}{\partial u[k]} \approx y_K[k]\), and the update
formulas become

\[
e[k] = u^T[k]y_K[k],
\]

\[
u[k + 1] = \frac{u[k] - \mu e[k] y_K[k]}{||u[k] - \mu e[k] y_K[k]||}.
\]

In [12], it has been indicated that a good initialization of \(u\)
and a proper choice of the parameters \(K\) and \(\mu\) are essential
for a good convergence behavior. It has also been shown by
simulations that the adaptive EVD algorithm performs more
robustly in highly reverberant environments than the GCC-
based methods.

### 3.2. Adaptive GEVD and prewhitening algorithm

For the noise-robust GEVD and prewhitening procedures,
described in Section 2.3, it is also possible to derive stochas-
tical gradient algorithms which iteratively estimate the gen-
eralized eigenvector corresponding to the smallest general-
edized eigenvalue of \(R_K^v\) and \(R_K^v\). It will be assumed that the
noise correlation matrix \(R_K^v\) (or its Cholesky factor) is ei-
ther known or updated during noise-only periods. Since the
noise correlation matrix cannot be updated during speech-
and-noise periods, we have to assume that the noise is sta-
tionary enough such that the noise correlation matrix com-
puted during noise-only periods can be used in the up-
date formulas during subsequent speech-and-noise peri-
ods.

**Adaptive GEVD algorithm**

Instead of updating the full GEVD of \(R_K^v\) and \(R_K^v\) [22] and
then using the generalized eigenvector corresponding to the
smallest generalized eigenvalue, it is possible to iteratively
estimate this generalized eigenvector by minimizing the cost
function \(q^T R_K^v q\) subject to the constraint \(q^T R_K^v q = 1\). A
cheap procedure consists in minimizing the mean square value
of the error signal \(e[k]\), defined as the generalized Rayleigh
quotient

\[
e[k] = \frac{q^T[k]y_K[k]}{\sqrt{q^T[k]R_K^v q[k]}} = \frac{||y_K[k]||}{||R_K^v||^{1/2}||q[k]||}. \tag{31}
\]

which can be done, for example, using a gradient-descent
LMS procedure

\[
q[k + 1] = q[k] - \mu e[k] \frac{\partial e[q]}{\partial q[k]}, \tag{32}
\]

with \(\mu\) the step size of the adaptive algorithm. The gradient of \(e[q]\) now is equal to

\[
\frac{\partial e[k]}{\partial q[k]} = \frac{1}{\sqrt{q^T[k]R_K^v q[k]}} \left( y_K[k] - e[k] \frac{R_K^v q[k]}{\sqrt{q^T[k]R_K^v q[k]}} \right) \tag{33}
\]

Substituting (31) and (33) into (32) gives

\[
q[k + 1] = q[k] - \frac{\mu}{\sqrt{q^T[k]R_K^v q[k]}} (y_K[k]y_K^T[k]q[k] - e^T[k]R_K^v q[k]) \tag{34}
\]

such that, when taking mathematical expectation after con-
vergence, we get

\[
R_K^v q[\infty] = \mathbb{E}[e^2[k]] R_K^v q[\infty]. \tag{35}
\]

This is exactly what is desired, that is, \(q[\infty]\) is the general-
eralized eigenvector which corresponds to the smallest gen-
eralized eigenvalue of \(R_K^v\) and \(R_K^v\). Since the smallest general-
edized eigenvalue is equal to 1 (see Section 2.3), we cannot further
simplify the expression in (34). In order to avoid roundoff error propagation, we include an additional normalization in each iteration step such that the update formulas can be written as

\[
e[k] = q^T[k]y_k[k],
\]

\[
\hat{q}[k + 1] = q[k] - \mu e[k]y_k[k] - e[k]R_k^xq[k],
\]

\[
q[k + 1] = \frac{\hat{q}[k + 1]}{\sqrt{q^T[k + 1]R_k^xq[k + 1]}}.
\]

(36)

Adaptive prewhitening algorithm

The prewhitening procedure can be made adaptive by using prewhitened speech data vectors \(\tilde{y}_k[k] = (R_k^{-1})^{-1/2}y_k[k]\) in the adaptive EVD procedure of Section 3.1. The update formulas then become

\[
e[k] = \tilde{u}^T[k]\tilde{y}_k[k],
\]

\[
\tilde{u}[k + 1] = \frac{\tilde{u}[k] - \mu e[k]\tilde{y}_k[k] - e[k]\tilde{u}[k]}{||\tilde{u}[k] - \mu e[k]\tilde{y}_k[k] - e[k]\tilde{u}[k]||^2}.
\]

(37)

Note that the gradient \(\partial e[k]/\partial \tilde{u}[k]\) cannot now be approximated by \(\tilde{y}_k[k]\) (as is the case for the adaptive EVD algorithm) since the smallest eigenvalue of \(R_k^{-1}\) is not equal to zero (see Section 2.3). The impulse response at time \(k\) is estimated as \((R_k^{-1})^{-1/2}\tilde{u}[k]\). If the noise correlation matrix \(R_k^{-1}\) is not known in advance, the Cholesky factor \((R_k^{-1})^{-1/2}\) can be updated by inverse QR updating during noise-only periods.

The computational complexity of the adaptive GEVD and the adaptive prewhitening algorithm is higher than that of the adaptive EVD algorithm since in each iteration step two additional matrix-vector multiplications (either with the noise correlation matrix or with the inverse Cholesky factor) have to be performed. Reducing the computational complexity of these algorithms is a topic of further research. The noise correlation matrix \(R_k^{-1}\) in the adaptive GEVD algorithm could be replaced, for example, by its instantaneous estimate \(v[k']v^T[k']\), where \(v[k']\) is a noise data vector which is stored in a buffer during noise-only periods and which is used in the update equations during subsequent speech-and-noise periods. Similarly as in the momentum LMS algorithm [23], it could then also be advantageous to perform an averaging operation on (part of) the gradient \(\partial e[k]/\partial q[k]\).

In addition, the computational complexity of all presented adaptive TDE algorithms can be reduced by using subsampling, that is, the estimated impulse response vectors are not updated for every time step at the expense of a slower convergence and tracking behavior.

4. EXTENSION TO MORE THAN TWO MICROPHONES

All presented (batch and adaptive) algorithms can easily be extended to the case of more than two microphones, either by constructing \((p(N - 1) \times NK)\)-dimensional data matrices (with \(C_N^2\) all possible combinations of two out of \(N\)), considering the time delays between every combination of two microphones. For example, if \(N = 3\), the speech data matrix \(Y_k[k]\) in (22) can be redefined by replacing each vector \(y_k^x[k]\) by the matrix

\[
\begin{bmatrix}
y_{1,k}^x[k] & -y_{1,k}^y[k] & 0 \\
y_{2,k}^x[k] & 0 & -y_{2,k}^y[k] \\
0 & y_{2,k}^x[k] & -y_{3,k}^y[k]
\end{bmatrix},
\]

(38)

considering time delays between every combination of two microphones. The noise data matrix \(V_k[k]\) is constructed similarly. It can easily be verified that, if \(K = L\) and for the noiseless case, the \(NL\)-dimensional data matrix \(y_k^x[k]\) in (21) can be used instead of \(y_k^x[k]\) in (22). The noise correlation matrix \(R_k^{-1}\) is not known in advance, the Cholesky factor \((R_k^{-1})^{-1/2}\) can be updated by inverse QR updating during noise-only periods.

The computational complexity of these algorithms is a topic of further research. The noise correlation matrix \(R_k^{-1}\) in the adaptive GEVD algorithm could be replaced, for example, by its instantaneous estimate \(v[k']v^T[k']\), where \(v[k']\) is a noise data vector which is stored in a buffer during noise-only periods and which is used in the update equations during subsequent speech-and-noise periods. Similarly as in the momentum LMS algorithm [23], it could then also be advantageous to perform an averaging operation on (part of) the gradient \(\partial e[k]/\partial q[k]\).

In addition, the computational complexity of all presented adaptive TDE algorithms can be reduced by using subsampling, that is, the estimated impulse response vectors are not updated for every time step at the expense of a slower convergence and tracking behavior.

5. SIMULATIONS

We have performed several simulations analyzing the performance of the different adaptive TDE algorithms (EVD, GEVD, and prewhitening) for different reverberation conditions (ideal and realistic), different SNRs, and different noise sources (localized and diffuse noise source). In all simulations, the sampling frequency \(f_s = 16\) kHz and the length of the used signals is 160000 samples (10 seconds). We have used a continuous clean speech signal \(s[k]\) (plotted in

\[
\begin{bmatrix}
h_0 \\
h_1 \\
\vdots \\
h_{N-1}
\end{bmatrix}
\]

(40)
algorithm converges faster than the adaptive prewhitening algorithm.

5.2. Realistic conditions, $N = 2$

In order to simulate realistic reverberation conditions, we have simulated a room with dimensions $5m \times 4m \times 2m$, having a reverberation time $T_{60} = 250$ milliseconds. The reverberation time $T_{60}$ can be expressed as a function of the absorption coefficient $\gamma$ of the walls, according to Eyring's formula [26]

$$T_{60} = \frac{0.163V}{-S\log(1-\gamma)}$$

with $V$ the volume of the room and $S$ the total surface of the room. The room consists of a microphone array, with $N = 2$ omnidirectional microphones at positions $[1 \ 1 \ 1]$ and $[1.5 \ 1 \ 1]$, and a speech source at position $[2 \ 2 \ 1.7]$. The speech components $x_n[k]$ received at the microphone array are filtered versions of the clean speech signal using simulated acoustic impulse responses, which are constructed using the image method [27, 28] with a filter length $L = 1000$. Figure 4 depicts the acoustic impulse responses $h_0[k]$ and $h_1[k]$ for the speech source. The exact time delay between the speech components is $-12.18$ samples, which has been obtained by a simple geometrical calculation. We will perform simulations for a localized noise source at position $[4 \ 1.5 \ 1]$ and for a diffuse, that is, isotropic, noise source. For the localized noise source, we have used a stationary colored speech-like noise signal having the same long-term spectrum as speech [18], and the noise components $v_n[k]$ received at the microphone array are filtered versions using simulated acoustic impulse responses. The diffuse noise source has been generated by considering 1000 uncorrelated white noise sources equally distributed over all directions.

We have performed simulations using the adaptive EVD, prewhitening, and GEVD algorithms for different SNRs (ranging from $-10$ dB to $10$ dB) and for subsampling factor 1, that is, no subsampling. The noisy microphone signal $y_0[k]$ with $\text{SNR} = -5$ dB is plotted in Figure 2b. We have used $K = 40$ and, for each algorithm, we have chosen the step size $\mu$ which gives the best performance, that is the smallest percentage of anomalous estimates. An anomalous estimate is defined as a time delay estimate which corresponds to an angle outside a $5^\circ$ error region from the correct angle of incidence.

Figure 5 shows the TDE convergence plots for $\text{SNR} = -5$ dB. The correct time delay is indicated by the dashed line. As can be seen, the adaptive EVD algorithm does not converge to the correct time delay (except for the signal segment between 1.5 and 3 seconds, where the segmental SNR is quite high, see Figure 2b), whereas both the adaptive prewhitening and GEVD algorithms converge to the correct time delay. Figure 6 shows the TDE convergence plots for $\text{SNR} = 0$ dB. In this case, all algorithms converge to the correct time delay, but both the adaptive prewhitening and the adaptive GEVD algorithm converge faster than the adaptive EVD algorithm.
algorithm converges to the correct time delay for SNR = 0 dB without any knowledge of the noise characteristics.

For the different adaptive TDE algorithms and for different SNRs, Figure 7a shows the percentage of anomalous time delay estimates for the localized noise source, whereas Figure 7b shows the percentage of anomalous estimates for the diffuse noise source. As can be seen from both figures, the performance of the adaptive prewhitening and the adaptive GEVD algorithms is better than the performance of the adaptive EVD algorithm for all scenarios. For the localized noise source, the performance of the adaptive EVD algorithm decreases dramatically when the SNR is smaller than 0 dB, whereas the performance of both the adaptive prewhitening and the adaptive GEVD algorithms only slightly decreases with decreasing SNR. However, the difference in performance between the adaptive EVD and GEVD algorithms is negligible when the SNR is higher than 5 dB. For a diffuse noise source, the difference in performance between all TDE algorithms is small for all SNRs, and hence, there is no real advantage in using the adaptive prewhitening or GEVD algorithms. For a diffuse noise source, the adaptive EVD algorithm has a remarkably good performance for low SNRs. This can be partly explained by the fact that, for a large microphone distance, the noise correlation matrix $\mathbf{R}_K$ for a diffuse noise source is approximately equal to the identity matrix.
Robust Time Delay Estimation for Speaker Localization

Instead of using the adaptive prewhitening or the adaptive GEVD algorithm in highly noisy acoustic environments, it is also possible to first perform a noise reduction procedure as a preprocessing step for the adaptive EVD algorithm. We have considered two noise reduction algorithms.

(i) A spectral subtraction (SS) technique on each microphone signal independently [29]. We have calculated the average noise spectrum for each microphone signal in advance and have used a simple magnitude subtraction weighting function [30] (FFT size = 512, half-wave rectification, no noise overestimation, and no magnitude averaging).

(ii) A multichannel Wiener filtering (MWF) technique, making an optimal (MMSE) estimate of the speech components in each microphone signal using knowledge about the spatiotemporal correlation properties of the noise components. We have used a GSVD based implementation [31] with a filter length $K = 40$ on each microphone signal. Other implementations having a lower computational complexity, such as a subband implementation [32] or a QRD-based implementation [33], could have also been used.

From Figure 7, it can be seen that, for a localized noise source, the SS preprocessing gives rise to a significant per-
Figure 7: Percentage of anomalous estimates versus SNR for adaptive EVD (no preprocessing, SS and MWF preprocessing), adaptive prewhitening, and adaptive GEVD algorithms for (a) localized noise source and (b) diffuse noise source ($N = 2$, $K = 40$, $T_{60} = 250$ milliseconds, and subsampling $= 1$).

(a) Continuous speech—BLU noise.

(b) Continuous speech—diffuse noise.

Figure 8: TDE convergence plots of (a) adaptive EVD algorithm ($\mu = 1e^{-3}$), (b) adaptive prewhitening algorithm ($\mu = 1e^{-4}$), and (c) adaptive GEVD algorithm ($\mu = 1e^{-2}$) with $N = 3$, $K = 40$, SNR $= -5$ dB, $T_{60} = 250$ milliseconds, and subsampling $= 10$. The TDE between microphones 1 and 2 is denoted by the solid line, the TDE between microphones 1 and 3 by the dotted line, and the TDE between microphones 2 and 3 by the thick solid line.

5.3. Realistic conditions, $N = 3$

For the same acoustical conditions as in Section 5.2, we have performed simulations using $N = 3$ microphones, where the position of the third microphone is [1 1 1.5]. We have considered the time delays between every combination of 2 microphones and, in each iteration step, we have performed updates using all three data vectors from (39). The exact time delay between the speech components of the first and the second microphone signal is $-12.18$ samples, between the first and the third microphone signal $-7.04$ samples, and between the second and the third microphone signal $5.14$ samples. We have performed simulations for different SNRs ($-5$ dB, $0$ dB), the used filter length $K = 40$, the subsampling factor is 10, and, for each algorithm, we have chosen the step size $\mu$ which gives rise to the best performance.

Figure 8 shows the TDE convergence plots for SNR $= -5$ dB. As can be seen, the adaptive EVD algorithm does not converge to the correct time delays, whereas both the adaptive prewhitening and the adaptive GEVD algorithm converge to the correct time delays. The adaptive GEVD algorithm exhibits a better and faster convergence than the adaptive prewhitening algorithm. Figure 9 shows the TDE...
convergence plots for SNR = 0 dB. In this case, all algorithms converge to the correct time delays, although the time delay between the second and the third microphone signal is only correctly estimated by the adaptive EVD algorithm in signal segments with a high segmental SNR.

From these simulations, we can conclude that, for all SNRs and microphone configurations, the adaptive prewhitening and the adaptive GEVD algorithms converge more robustly to the correct time delays than the adaptive EVD algorithm, certainly in low SNR scenarios.

5.4. Sensitivity to the accuracy of the noise correlation matrix estimate

In the previous simulations, we have always assumed that an accurate estimate of the noise correlation matrix \( \mathbf{R}_v^K \) is available. Since it is well known that GEVD-based algorithms may be sensitive to the accuracy of this noise correlation matrix estimate, we will analyze the sensitivity of the adaptive GEVD algorithm in this section. Instead of using the (correct) noise correlation matrix estimate \( \mathbf{R}_v^K \), we will use

\[
\hat{\mathbf{R}}_v^K = \mathbf{R}_v^K + \alpha \mathbf{R}_e^K,
\]

with \( \mathbf{R}_e^K \) the deviation correlation matrix. We will consider two cases for \( \mathbf{R}_e^K \):

1. \( \mathbf{R}_e^K \) is a random (symmetric) matrix corresponding to random errors on all correlation coefficients;
2. \( \mathbf{R}_e^K \) is equal to the identity matrix corresponding to uncorrelated white noise on the microphones.

The degree of deviation is determined by the norm deviation factor \( \beta \), which is defined as...
Figure 11 shows the sensitivity of the adaptive GEVD algorithm for a diffuse noise source. As can be seen from Figure 11a, when $R_k^e$ is a random matrix, the sensitivity for a diffuse noise source is comparable to the sensitivity for a localized noise source. However, as can be seen from Figure 11b, for a diffuse noise source, the adaptive GEVD algorithm is not very sensitive when $R_k^e$ is equal to the identity matrix. This can be explained by the fact that, for a large microphone distance, the noise correlation matrix $R_k^e$ for a diffuse noise source is approximately equal to the identity matrix.

6. CONCLUSION

In this paper, we have presented two adaptive algorithms for robust TDE in adverse acoustic environments where a large amount of reverberation and additive noise is present. We have extended a recently developed adaptive EVD algorithm for TDE to noisy environments by using an adaptive GEVD or by prewhitening the microphone signals. For the adaptive GEVD, we have derived a stochastic gradient algorithm which iteratively estimates the generalized eigenvector corresponding to the smallest generalized eigenvalue. In addition, we have extended all presented TDE algorithms to the case of more than two microphones. It has been shown by simulations that, for all considered scenarios, the time delays can be estimated more accurately using the adaptive prewhitening and the adaptive GEVD algorithms than using the adaptive EVD algorithm. However, the difference in performance between the adaptive EVD and GEVD algorithms is negligible for SNRs higher than 5 dB and for a diffuse noise source, and the adaptive GEVD algorithm is quite sensitive to the accuracy of the noise correlation matrix estimate for low SNR scenarios.
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