
Supplementary Material

Details of the M-step derivation

We give some details about the derivation of the parameter update equations (11). Starting with
equations (9) and (10) we obtain by inserting (8):
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Note that in the last step we have used that in the limit ofρ → ∞ applies:
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and thus the update equation for the maskWid in (11).

Analogously, we compute the update equations for the feature vectors~Ti
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and thus the update equation for the features vectors~Ti in (11).

Animations

The animated GIFAnimationBars.gif shows the change of parametersW andT if the algo-
rithm is applied to the colored bars test as described in Sec.4. The fileAnimationCOIL.gif
shows the change of the parameters if the algorithm is applied to cluttered scenes constructed using
objects of the COIL database. For each cause the associated mask and feature vector is visualized.
Feature vectors are additionally given as points in color space (see Figs. 3 and 4).

As can be observed, the parameters quickly represent averages over causes. When learning continues
and the annealing temperaturêT decreases, the parameters start to represent different causes and
their corresponding colors. During learning, phase transitions can be observed, i.e., relatively fast
changes of parameters due to the temperature crossing critical values [compare 9, 10]. During the
final iterations the random component in the time-course of the parameters decreases as the added
parameter noise is decreased to zero. Note that for the colored bars, the crosses in color space mark
the ground truth values. Color space visualization of dark bars amplifies the random component (see
very dark pink bar).


